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Goal of the paper
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• In this paper, we address an effective utilization of the temporal 
cues available in the videos.

• We introduce a new temporal layer that models variable temporal 
depths.
• That captures short, mid, and long term dynamics for a better 

video representation.



• Exploiting temporal information is advantageous for video 
classification.
• Current 3D ConvNets fail to exploit the long-range temporal 

information
• Because of fixed 3D homogeneous kernel depths.

• Other complicating aspects of 3D ConvNets include:
• More model parameters
• Requires extra large labeled datasets
• Usage of demanding optical flow maps.

• This calls for efficient methods.
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Introduction



• Contributions:
• A	new	temporal	layer	that	models	variable	temporal	convolution	kernel	
depths,	namely	“Temporal	Transition	Layer	(TTL)”
• We	extend	DenseNet to	incorporate	3D	filters	and	pooling	kernels,	namely	
DenseNet3D.
• We	deploy	our	TTL	layer	in	DenseNet3D. We	refer	our	architecture	as	
“Temporal	3D	ConvNets (T3D)”.

• We	evaluate	T3D	on	UCF101,	HMDB51	and	Kinetics	datasets.
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Temporal Transition Layer (TTL)
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- TTL	capture	short,	mid,	and	long	term	dynamics	for	a	video	representation.
- It	is	inspired	from	GoogLeNet.
- It	consists	of	several	3D	Convolution	kernels,	with	diverse	temporal	depths.
- We	employ	TTL	in	our	DenseNet3D	architecture.
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DenseNet3D
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- We	use	the	DenseNet architecture	and	replace	the	2D	filters	and	pooling	kernels,	by	
3D	filters	and	pooling	kernels.

- Reasons	for	choosing	DenseNet architecture.
- Highly	parameter	efficient	architecture
- Its	dense	knowledge	propagation
- Its	state-of-the-art	performance	on	image	classification	tasks
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Temporal 3D ConvNets (T3D)
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- We	replace	the	transition	layer	in	DenseNet3D	architecture	by	TTL	layer.
- We	refer	our	new	architecture	as	Temporal	3D	ConvNets.	
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The bold numbers denote to the variable temporal convolution kernel depths applied to the 3D feature-maps. 



Evaluation

• We	present	our	evaluation	on	three	challenging	datasets:	UCF101	
HMDB51,	and	Kinetics.
• We	use	the	standard	training/testing	splits	and	protocols	provided	as	
the	original	evaluation	scheme.
• For	HMDB51	and	UCF101,	we	report	the	average	accuracy	over	the	
three	splits,	and	for	Kinetics,	we	report	the	performance	on	the	
validation	and	test	set.
• For	video	prediction,	we	decompose	each	video	into	non-overlapping	
clips	of	32	frames,		and	average	the	predictions	over	all	the	clip.	
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Ablation	study

• For	T3D	ablation	study,	the	models	were	trained	and	tested	on	
UCF101	split	1.	
• We	explore	two	versions	of	2D-DenseNet	with	network	sizes	of	121	
and	169	for	designing	the	DenseNet3D,	namely	T3D-121	and	T3D-
169.	
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• Temporal	depth	of	series	of	input	frames	plays	a	key	role	in	activity	
recognition	tasks.	Therefore,	we	have	evaluated	our	T3D	with	
configurations	for	different	temporal	depths.	

• T3D	v.s Inception/ResNet 3D	
• We	implemented	Inception3D	an	ResNet3D



Kinetics Dataset
• Trained	from	scratch.
• Comparison	results	of	our	T3D	models	with	other	state-of-the-art	
methods	on	Kinetics	dataset.	
• *	denotes	the	pre- trained	version	of	C3D	on	the	Sports-1M.	
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UCF101 and HMDB51
• Pre-training	on	Kinetics	and	
finetuning on	all	three	splits	of	
UCF101	and	HMDB51	datasets.
• RGB-I3D,	Kinetics	pre-training	
95.1	(UCF101),74.3	 (HMDB51).
• Temporal	segments	network	
(TSN)	with	5	non-overlapping	
clips	of	each	video	for	encoding.	

18.06.18 L.	Wang,	Y.	Xiong,	Z.	Wang,	Y.	Qiao,	D.	Lin,	X.	Tang,	and	L.	Van	Gool.	Temporal	segment	networks:	Towards	good	practices	for	deep	action	
recognition.	In	ECCV,	2016	



Conclusion

• We	clearly	show	the	benefit	of	exploiting	temporal	depths	over	
shorter	and	longer	time	ranges	over	fixed	3D	homogeneous	kernel	
depth	architectures.	
• Even	though,	in	this	paper,	we	have	employed	TTL	to	T3D	
architecture,	our	TTL	has	the	potential	to	generalize	to	any	other	3D	
architecture	too.	
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