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Abstract
The demands of modern working life increasingly call upon people to be

separated from their loved ones for prolonged periods of time. Intuition leads
us to believe that people have an innate desire to maintain an awareness of
the people they care about. The shared awareness between people in tightly
bound relationships plays a subtle but essential role in communication.

Communication technology is now so pervasive that the possibility of be-
ing apart without being able to stay in touch is almost non-existent. How-
ever, many present-day communications technologies cause untimely inter-
ruptions, which may lead to unnecessary stress. More importantly, they lack
the ability to express the depth and range of emotionality people want and
need. These factors exacerbate the symptoms of feeling disconnected from
loved ones when away from home.

The aim of this thesis was to develop a system for providing awareness be-
tween people in long-distance relationships. An extensive survey of research
in the fields of telepresence, media spaces, ubiquitous computing and ambi-
ent media was undertaken to gain an understanding of previous approaches
related to the problem.

A concept demonstrator was created to investigate new ideas and establish
design recommendations for a awareness technology. A rapid prototyping
methodology was used to create Habitat, a range of networked furniture for
providing awareness of daily routines and rhythms over a distance.

The prototype was deployed at numerous events, including research open
days and an international exhibition. A great deal of positive feedback was
received, validating many of the ideas behind the work. The work developed
illustrates significant scope for new approaches in designing communications
technology. Further studies are required to establish the effectiveness of the
system in real-life situations.
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Chapter 1

Introduction

1.1 Overview of the Problem

Intuition leads us to believe that people have an innate desire to have an aware-
ness of the people they care about. The shared awareness between people in
tightly bound relationships plays a subtle but essential role in communication;
it acts as a medium to convey underlying feelings and needs - ensuring that
the relationship can survive and flourish.

The ability to perceive the emotional state of others is one of the defining
characteristics of humanity, often taken for granted since it comes so natu-
rally. Cohabiting couples rapidly build up an implicit understanding of their
partner’s moods and daily routines. Knowledge about each partner’s activi-
ties such as sleeping, eating, going to work or socialising are important for a
number of related reasons. At the most basic level, this information helps to
foster feelings of reassurance and connectedness between the pair.

Reassurance can come from being aware that the other partner is ‘safe
and sound’. Knowledge of a partner’s regular routines is another factor in
providing reassurance as they can be important in determining well-being -
major deviations from previously consistent patterns are significant since they
can indicate stress or illness. A sense of connectedness can result simply from
just being aware that the other person is ‘there’. The ability to freely reach out
and interact with a partner strengthens the feeling of being closely connected.
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People that are closely bonded are generally more aware of their partner, in
particular one another’s routines and rhythms. Couples may find that their
individual rhythms and routines change when they are together as a result
of a subtle process of background synchronisation, further strengthening the
feeling of connectedness in the relationship.

The reciprocal nature of awareness information flowing back and forth
between a couple when they are together could play an essential role in de-
veloping intimacy within relationships. The underlying desire for intimacy
between a closely bonded couple usually manifests itself as the recurrent need
to maintain consciousness of one other. These feelings tend only to intensify
during periods of separation.

The demands of modern working life increasingly lead people to be sep-
arated from their loved ones for prolonged periods of time. It is obvious that
relationships in which there are problems with explicit (verbal) communica-
tion between partners, the relationships will usually fail. Implicit (non-verbal)
communication in relationships is of equal importance. Today lives are en-
riched by pervasive technology that conquers distance to such an extent1 that
the anxiety of being apart without being able to stay in touch is almost non-
existent. Communication is possible anywhere, any time and any place.

But a practical consequence of today’s lifestyles, where many relation-
ships rely heavily on technology-mediated communication to eliminate dis-
tance, is that people can still feel disconnected or not attuned with their part-
ner. Few people intentionally choose to pursue long-distance relationships.
A reason for this may be that current communications technology satisfies
explicit (verbal) communication but does not adequately address the implicit
component.

Old-fashioned methods of keeping in-touch such as letter writing are widely
accepted as conveying a greater sense of intimacy. Letter writing requires a
certain amount of investment in time and attention, therefore is seen as a much
more personal medium to both the sender and recipient. The hunger for in-
stant gratification, as provided by the technology of today, is in stark contrast

1United Nations Statistics on Global Telephone, Internet and Cellular Subscribers -
http://unstats.un.org/unsd/cdbdemo/cdb source xrxx.asp?source code=36
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with the slow and deliberate act of writing a letter. Although it is possible
to take a great deal of time and thought over an e-mail or text message, the
medium itself doesn’t exude this quality or enforce such a behaviour.

The majority of modern communications technologies cause untimely in-
terruptions, which may lead to unnecessary stress. They can require a sig-
nificant amount of effort to learn and use with unnatural interfaces. Most
importantly, they lack the ability to express the depth and range of emotional-
ity people want and need. These factors further exacerbate the symptoms of
feeling disconnected from loved ones when away from home.

1.2 Scenarios

Three typical scenarios that emphasise the problem of disconnectedness are
presented below. These specific instances highlight some of the generic prob-
lems that may occur in long-distance relationships and also some of the mo-
tivations behind potential remedies to the problem, point to probable applica-
tion areas, and provide a context for further discussion of the solution.

1.2.1 The Student

Mark recently got accepted on an undergraduate course at an American uni-
versity. He used to live in Manchester with his mother, Susan. Typical of
most teenagers in Europe, Mark was a heavy user of text messaging on his
mobile phone for short ad-hoc conversations with his friends throughout the
day. Since moving to Boston, the five-hour time difference and cost of inter-
national calls has deterred him from keeping his mobile phone.

Mark is able to get online most of the time with his laptop, since his room
in halls of residence is connected to the university network and there are many
wireless ‘hotspots’ around campus. Mark uses a combination of e-mail and
instant messaging to stay in touch with his friends back home. He finds that
instant messenger is not as useful as his mobile used to be, since many of
his old friends are not online as regularly as he is. Mark’s instant messenger
program supports a microphone and web-cam so when he makes the effort to
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schedule a chat session with his friends they are able to have a rich conversa-
tion.

Conversely, since Mark doesn’t have a mobile or a telephone in his room,
his mother is finding it difficult to maintain contact. Susan works part-time in
a supermarket and her shifts vary during the week. Mark and Susan often end
up playing ‘telephone tag’. When Mark calls, Susan is working so he has to
leave a message on the answer machine. By the time his mother calls back,
Mark is usually out and she has to leave a message on the shared dormitory
phone - which Mark doesn’t always receive. Inevitably it becomes frustrating,
as often it takes a few days for them to talk to each other.

With Mark being so far away from home, Susan worries a lot about whether
he is working hard, eating properly and his general well-being. Mark is en-
joying his new found independence at university. Although he is concerned
that his mother feels lonely, he sometimes feels that he is constantly being
checked up on when she calls. Susan is considering getting a computer so she
can e-mail Mark, but suspects that it will not greatly improve their communi-
cation.

1.2.2 The Commuter

David and his long-term partner, Tania, live in Ipswich. Tania is an investment
banker and faces a stressful commute to London every morning. David until
recently had a stressful job as an executive at a telecommunications company.
David took voluntary redundancy and his aim is to work as a freelance consul-
tant until he retires in a few years. Although Tania is happy with her career,
the strain of the commute adds to an already high-pressure job. They both
feel they need a change. The couple are keen hill walkers and spend most
weekends in the countryside.

Since David quit his job, they both feel they no longer need to live in
Ipswich. They sell up and purchase a large country house in a village near
Leeds and a small flat in London. Being near to the Pennines allows them to
spend more time in the outdoors. Having a flat in London eliminates Tania’s
tough daily commute and provides the couple with a convenient base in the
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city for socialising. The couple previously had not lived apart for any great
length of time.

The couple are well informed about new technologies and rely on mobile
phones, e-mail and instant messaging to stay in touch. Previously they would
send each other quick messages, to remind each other about household er-
rands and co-ordinating their activities. Now that they live apart their pattern
and style of communication has changed. David, now working from home, is
not used to not having people around him during the day. Tania sometimes
feels annoyed by the interruptions from the messages David sends when he
is feeling bored or isolated during the day. Tania is not allowed to spend too
much of her working hours using company e-mail or phones for personal use.
Tania also tends to work later now, since she does not like coming home to
the empty flat. The couple call each other most nights and look forward to
being together on the weekends.

1.2.3 The Off-Shore Worker

John has been married to Linda for nine years. John and Linda have a six year
old daughter, Emily. They live together in Fraserburgh, a small fishing village
on the north-east coast of Scotland. Linda stays at home to look after Emily,
while John is employed as an offshore technician on a remote oil rig in the
North Sea.

John’s employers require alternating periods of three months working off-
shore with three months leave on shore. The environment offshore is physi-
cally demanding and stressful. John’s employers provide high quality living
quarters, plenty of recreation facilities and pay for all living expenses as com-
pensation. John remains in touch with his wife and daughter using the oil rig’s
satellite telephone link. Since using the satellite telephone is costly, each em-
ployee is only allowed to use the system for personal calls once a week. The
same system allows for low bandwidth Internet access, but the family don’t
have a home computer and are not very computer literate.

John finds working offshore a particularly isolating experience since his
extended family and friends cannot easily contact him. Naturally, Linda wor-
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ries about John while he is away because she knows the work can be danger-
ous. She eagerly waits for his weekly call which is usually at the same time
each week to make things more predictable.

1.3 Design Principles

The scenarios described above form a common ground to represent a cross-
section of the problems of awareness in long-distance relationships. A num-
ber of design predicates can be distilled out of these scenarios, some of which
are presented below in order to capture the requirements and defining the
characteristics of a potential solution. These principles in essence help sim-
plify and focus efforts in conceiving a solution. As expected, the implications
of applying these principles reflect design choices made for the solution pre-
sented in this thesis.

1.3.1 Two Places, One Household

In essence, the problem is one of proximity. In the example scenarios, the
subjects are not able to be physically together all of the time. The separa-
tion is such that it is not easy or convenient to travel the distance involved at
regular intervals, so the couples live apart. Although, the distance is primar-
ily a geographic one, a potential side-effect of spatial separation is temporal
separation. Living far away can sometimes mean living in a different time-
zone. It can be argued that time-zones are merely artificial man-made points
of reference created to organise human activity and that one moment of time
at one point in the world occurs at the same moment everywhere else in the
world. But the fact remains that most people conventionally organise their en-
deavours around the waking hours of daylight and these patterns of daylight
vary across the globe. Couples living in different time-zones may feel discon-
nected because local points of reference to events during their day, such as
lunchtime, differ from one another.

The issue of ‘remoteness’ has several implications on the solution. Firstly,
the users of the solution should ideally be partners that are no longer living
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together or be based in the same locality or town. For example, two peo-
ple living in separate apartments in the same housing complex would not be
suitable candidates. Secondly, the partners cannot see each other throughout
a typical day i.e. they do not go to work in the same office. Thirdly, the
users of the solution should be relatively isolated from each other throughout
the day for a range of practical commitments such as having to be at work,
rather than in constant contact via the telephone, e-mail or other communi-
cations media because they both have plenty of free time. Lastly, the couple
should be separated for prolonged periods, sufficient time for their absence
to be markedly felt. A short overseas business trip for a week would not be
sufficient time apart. The ideal solution would merge together the two places
into one (virtual) household.

1.3.2 Two People, One Relationship

Another facet of the problem is that it is concerned with interpersonal situa-
tions. The nature of these relationships in the scenarios are close, committed,
intimate, personal, long term and somewhat private - between parent to child,
a husband and wife or cohabiting couple. In general, two people have cer-
tain kinds of relationship with only one a significant other. Usually, a child
only has one person they call mother, or a husband, one they call wife. Al-
though encounters with strangers, public interactions with groups of friends
and formal business relationships are types of interpersonal relationships too,
they are not the subject of study in this work because typically they are not
exclusive relationships with a single significant other.

The ‘interpersonal’ aspect to the problem implies that the solution should
be deployed in a manner that is ‘shared between two’ rather than for an indi-
vidual’s personal use. The solution should take into consideration an attempt
to maintain the various aspects of the relationships listed above. For instance,
intimacy is a crucial part of relationships that develops over time spent to-
gether - the solution could try to help maintain this intimacy during times
spent apart. As discussed in the overview section of this chapter, the ma-
jority of technology rarely meets people’s needs for implicit communication.
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Intimacy, reassurance and connectedness are often expressed in non-verbal,
symbolic and ambiguous ways. For the solution to be useful it should allow
the expression of these qualities.

Any well thought-out treatment of technologies dealing with personal re-
lationships must consider privacy and trust issues. People living together can
use the physical features of being in their own space to control their privacy
from outsiders. A solution that attempts to bridge the distance between two
remote places must allow the users to safeguard privacy too.

1.3.3 Two Rhythms, One Awareness

The quality of two people being ‘aware’ of each other is more than simply
just conveying presence information. Information about the routines, patterns
and rhythms of a partner’s activities could add a further dimension to under-
standing the state of their well-being and potentially lead to deeper feelings
of closeness. The underlying concept is that of being ‘aware’ of patterns be-
tween partners. This affords them the opportunity to synchronise with one
another; towards sharing one rhythm. It could also be said that the rhythm
of one household is the sum of all the activities and ‘comings and goings’ of
each partner. In the scenarios outlined above it is clear that losing the ability
to be aware of loved ones can cause unnecessary stress, worry and discom-
fort. A solution should therefore permit the users the ability to capture and
convey not only presence but their activities too, with a view to understanding
longer-term routines and rhythms of these activities.

As previously stated the solution should address non-verbal communica-
tion, rather that direct spoken communication. This implies that the kind of
information flowing through such a system and its style of presentation should
potentially be different to traditional communications systems. The scenarios
depicted show that users already have access to established technologies such
as telephony. Rather than supplant, the solution should try to support proven
means of communication. Explicit conversation is a foreground activity that
engages each participant in active listening and comprehension. In contrast,
awareness of the implicit messages within relationships is primarily a back-
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ground activity, conducted with a minimum of direct discourse. Both styles
of communication are reciprocal; each participant has the same abilities and
rights. The solution should enforce such reciprocity and focus on creating
a mechanism for a shared background awareness of activities, routines and
rhythms between partners.

1.3.4 Two Interactions, One Interface

A solution that aims to generate reciprocal behaviours from its users implies
that the simplest interface possible is one that is the same for all users. The
scenarios portray a view where although the latest communications technol-
ogy is available in abundance, it still requires some effort to use to stay in
touch. Therefore, developing a new technology in an already crowded com-
munications space is difficult. The current trend is to make communications
devices small, mobile, ubiquitous and general purpose. Cellular telephones
are one such example where the ability to make calls, text, e-mail, listen to
music and play games is possible almost anywhere. This ‘Swiss army knife’
approach usually makes the devices not particularly well-suited to any one
function and difficult to use. This can mean that people begin to appropri-
ate several different methods to perform one kind of communication. Hence,
users in our scenario may be able to use e-mail on their cell phones but they
purchase a computer since it is easier to read and send e-mail on a computer.
People may also segment the devices or applications they use among the dif-
ferent relationships they have. This is a willing separation on their part, for
instance they may have one cell phone for personal use that is not used at
work because the person (and the employer) wishes to separate personal life
from work life.

The implications for the design of our solution are related to creating a
single or common interface to the separate interactions occurring at the two
locations. A fixed rather than mobile interface would allow the user to seg-
ment personal contact away from the work place. The interactions in personal
relations are generally clustered around the home; therefore it may make sense
to restrict the interface to the living spaces of the couple. The interface to they
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system could be specific and appliance-like. This is the opposite to a general
purpose communications device. Devices with appliance characteristics have
a few key elements. Successful appliances become everyday items, because
they are easy to use and their purpose is clear. Also, appliances have a single,
consistent purpose that it performs well for a wide variety of functions. Ide-
ally such an interface would be intuitive to use, requiring no special training
and not cause significant changes in behaviour or distractions to the user.

1.4 Novel Contribution

This work examines the potential of using everyday furniture as a platform
to convey awareness between people involved in long-distance relationships.
The capture of information relating to activities that each user may be under-
taking is done in an unobtrusive manner using the physical artefacts required
for the particular activity. The interaction model employed requires no change
in behaviour of the users and no specialist knowledge. Information is visu-
alised in an ambient, background manner to avoid distracting users from their
daily tasks whilst maintaining a basic level of awareness. The specific nov-
elty lies in using networked furniture to convey daily routines with a view to
becoming aware of the rhythm of each partner’s activities.

1.5 Structure of Dissertation

The research presented within this dissertation is an attempt to address the
problem of conveying awareness in relationships where the partners are geo-
graphically separated for long periods of time.

Chapter 1 gives a brief background to the problem and presents a few
of the many specific situations where the problem may manifest itself.
Naturally, these scenarios also represent the potential application areas
where a solution would be particularly apt. The observations noted and
abstracted from these scenarios form a foundation for the requirements
and principles of an approach to designing a solution.
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Chapter 2 presents some of the prior research undertaken that is of im-
portance in the field of technology-mediated relationships and in partic-
ular the concept of providing awareness-over-a-distance. Drawing on
examples from diverse areas such as social psychology to ubiquitous
computing, this section explains some basic concepts involved together
with discussion and evaluation of some of the approaches taken. The
issues and techniques detailed here inform a strategy for constructing
new solutions in this field.

Chapter 3 takes the knowledge and insights gained from the previous
chapters as the basis for the design of Habitat; a system that uses fur-
niture to provide awareness over a distance for people in long-distance
relationships.

Chapter 4 presents an account of the development and subsequent de-
ployments of Habitat. Observations of any shortcomings or successes
from the initial installation of the system are highlighted for further dis-
cussion.

Chapter 5 examines the changes and improvements suggested from
informal feedback and testing gained during the various deployments
of Habitat together with a consideration of the impact of these changes
on the overall system.

Chapter 6 concludes the dissertation, with a summary of the work and
its contributions, an outline of the limitations of the system and the
scope for further study.
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Chapter 2

Literature Survey

2.1 Social Relationships and Connectedness

Frederick II, a thirteenth-century Holy Roman emperor and king
of southern Italy, unwittingly conducted the first study of human
bonding. His Imperial Majesty, who spoke several languages
himself, thought he could determine the inborn language of mankind
by raising a group of children who would never hear speech.
Saltimbene de Parma, a Franciscan monk who chronicled the ex-
ploits of the experimenting monarch, wrote that Frederick pro-
ceeded by ‘bidding foster-mothers and nurses to suckle and bath
and wash the children, but in no wise prattle or speak with them;
for he would have learnt whether they would speak the Hebrew
language (which had been the first), or Greek, or Latin, or Arabic,
or perchance the tongue of the parents of whom they had been
born.’ But, the good brother wrote, Frederick’s exercise termi-
nated before yielding any linguistic result: all of the infants died
before uttering a single word. The emperor had stumbled upon
something remarkable: that ‘children could not live without clap-
pings of the hands, and gestures, and gladness of countenance,
and blandishments.’
A General Theory of Love [1, p68–69]
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Research into the physiology of the brain is now starting to unravel some
of the issues on why humans have such an affinity to one another. The Limbic
brain, which was once believed only to map changes in the external environ-
ment to appropriate changes to internal bodily systems [2], is now thought
to be also responsible for feelings, moods and emotions. Emotions play a
vital part in human communication and the sense of connectedness. The
mechanism for the mutual exchange and internal adaptation between two peo-
ple, whereby they become attuned to one another is known as ‘limbic reso-
nance’. It is proposed that the human nervous system is not autonomous or
self-contained, but an open-loop system that is continually rewired through
intimacy with nearby attachment figures — a process of interactive stabilisa-
tion, known as ‘limbic regulation’. These processes of resonance and regula-
tion are believed to account for the inter-dependence of two people in a close
bond on one another [1]. A spectrum of recognisable states can be observed
that provide evidence for these limbic phenomena. For example, in a crowded
waiting room a mother detects the nervousness of her child walking into the
dentist’s surgery. An autonomic exchange occurs; a reassuring warm smile
cast toward her offspring and the confident glance returned in acknowledge-
ment. Both parties may feel a sense of calmness and relief. In contrast, the
effect of severing these regulating pathways can be devastating. The ‘sepa-
ration anxiety’, depression and ill health experienced by those mourning the
loss of a parent or child.

In addition, the field of psychobiology provides experimental evidence to
support the existence of an array of internal states of awareness and associated
biological rhythms. Biorhythms and body clocks are recurring cycles in phys-
iological functions such as sleep and appetite. Biorhythms are regulated by
hormones, many of which have a notable effect on behaviour and well-being.
Hormonal changes may also be affected by a number of disparate external
factors, from environmental light to social contact. Specific agents or events
that provide cues to affect or even reset a somatic rhythm are known as zeitge-

bers. It has been well observed that communities of women show a tendency
to have their menstrual cycles synchronised. It has been demonstrated that
the zeitgeber in this case is the exchange of pheromones between proximate
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females [3, p18].
Scientists have established a causal link between social relationships and

health. It was found that more socially isolated individuals are less healthy,
psychologically and physically, and more likely to die. These results suggest
that the lack of social support, relationships and loneliness constitute a major
risk factor for health [4].

Research has also tried to examine whether the Internet as a medium is a
communications panacea for social relationships and its impacts on feelings
of isolation, exclusion and loneliness. One study initially reported negative ef-
fects on social involvement and psychological well-being among new Internet
users, describing the effect as the ‘Internet Paradox’ [5]. The research found
that Internet use is associated with increased loneliness; a reduction in both
the number of friends people have and the time they spent with them. The
fact that the participants used the Internet heavily for communication, which
normally has positive effects on relationships, is paradoxical. A follow-up
study was undertaken three years later on 208 of the original respondents.
The researchers established that the initial negative effects had dissipated but
was consistent with a ‘rich get richer’ model, where Internet use benefited the
extroverts and those who had more social support than those who had less
support. Some authors suggest a theory for the negative effects of excessive
use of Internet found in such studies, hypothesising that Internet use encour-
ages the formation of online relationships, which in turn displace face-to-face
contacts. This may result in the overall loss of depth in relationships thought
to be important for psychological well-being. Consequently this may lead to
increased feelings of loneliness even though the breadth of relationships has
increased. A sample of 2006 Americans were surveyed to test this theory [6].
The authors found no evidence for the replacement of face-to-face relation-
ships with online ones in their sample, with the Internet users associated with
slightly decreased levels of loneliness. As with former studies, a paradoxical
result was found — people that have online friends felt more lonely than those
who do not.

One common flaw with nascent works in the study of the impact of In-
ternet use on social relationships and loneliness was that television viewers
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were primarily used as the control group for comparison. This route may
have been taken due to the explosive growth of computers and Internet use in
the American home; a trend that seemed to parallel the proliferation of other
consumer electronics goods such as televisions and video-cassette recorders.
Although the Internet can be used as a broadcast medium like television it
rarely is used in this fashion. The consumption of television can be said to
be mostly passive and personal - users sit back and watch the medium. The
Internet is widely regarded as an interactive, interpersonal, communications
medium. Recently launched digital television services now support interac-
tivity, but the medium is relatively under-utilised for that purpose. Another
point considering is that it is unlikely that there is a direct correlation between
the amount of time users would watch television to the amount of time spent
conversing online. A more fitting control group for Internet users would be
users of another type of electronically mediated interactive communications
medium, such as the cellphone.

2.2 Informal Communication and Awareness

2.2.1 Systems for Face-to-Face Communication

Face-to-face conversation provides a richness of interaction seemingly un-
matched by any other form of communication. Naturally, recreating face-
to-face was considered the holy grail in telecommunications and researchers
presumed the belief in the efficacy of imitating face-to-face communication
as a grounding for all further work. This concept of ‘being there’ by provid-
ing rich communications at a distance was heralded by futuristic visions such
as the AT&T’s Picturephone. A prototype system shown at the New York
World’s Fair in 1964, allowed callers to view each other on small video mon-
itors setup in expanded telephone booths1. Telecommunications providers
were confident that people would eventually migrate from using telephones to
videophones. The increase in quality, capability and availability of technol-
ogy over time with an associated fall in cost brought about by Moore’s Law,

1AT&T Technology Timeline — http://www.att.com/attlabs/reputation/timeline/70picture.html
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gave research labs the opportunity to develop systems and build infrastruc-
tures to experiment with audiovisual communications between remote sites.
Until this point video had proved a great success as a medium for broadcasting
entertainment but was unproven as a medium for interpersonal communica-
tion.

The VideoWindow project at Bellcore telecommunications laboratory, aimed
to recreate the informal interactions between workers [7]. The VideoWindow

system linked together two common areas on different floors of a building,
allowing remote co-workers to converse using a large window-like display
equipped with cameras and microphones. A study undertaken during a 3
month long deployment of the system showed that for informal interactions,
users found the VideoWindow system somewhat lacking for a variety of tech-
nological and social reasons. The researchers concluded that the system did
not provide the same degree of social intimacy as face-to-face interaction.

At this point, some researchers had begun to question whether the be-
lief that creating the face-to-face experience should be the ultimate ideal of
telecommunications. A seminal paper entitled Beyond Being There by Hol-
lan and Stornetta deconstructed this supposition[8]. The authors explain that
the quality of telecommunications technology will incrementally improve and
will eventually reach a state where the fidelity of the audio and video will be so
close to ‘the real thing’ that for most needs it will be indistinguishable. Using
such a system may be a cost effective alternative to long distance travel. But
would these systems ever reach a point that those at a distance will be at no
real disadvantage compared with those colocated? As shown with with Vide-

oWindow and other audiovisual experiments of that time, Hollen and Stornetta
suggest that such systems may never be close enough. They elaborate on their
hypothesis by stating that a fundamental difference will always remain, as
long as people use one medium to communicate with those at a distance and
another for those for whom distance is not an issue. Instead, communications
tools need to be developed that people prefer to use even when they have the
option of a real face-to-face interaction.

The authors put forward a rather apt analogy that highlights this point,
capturing much of the essence of prior telecommunications research: “Per-
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haps we have been building crutches rather than shoes.” Crutches are used
as supports and only used when fully functional legs are not available. Shoes
are used to augment legs and are used even when legs are fully functional.
One familiar example of a communications technology that provides ‘shoes’
is electronic mail. In some situations it is preferable to send an e-mail rather
than have a face-to-face conversation. For instance, in a work setting, sending
an e-mail avoids disturbing co-workers from their main activities and allows
them to respond at their convenience.

2.2.2 Media Spaces

Being near others, whether sharing a house, working in adjacent offices or
living in the same city, gives people certain opportunities for interaction that
are unavailable to those not collocated. Relationships of all kinds require
active participation from its members to maintain bonds. This is also true
in the work place where good quality relationships are equally important to
help get work done. The informal interchanges that occur frequently between
co-workers are considered a vital part of the bonding process that underlies
later work activity. These casual exchanges usually occur outside of formal
meetings. Many large organisations find that as they expand out to other lo-
cations, working together becomes increasingly difficult. When people are
geographically separated, much of their informal knowledge about each other
disappears and communication becomes much more formal. This formality
in communication can have a negative impact on the ability to collaborate
with remote colleagues. Researchers at large industrial laboratories realised
that the issue of collaboration over a distance would be one they would be
increasingly faced with in their working life. Thus a new branch of research
was formed around such issues of collaboration, awareness and informal com-
munications — Computer Supported Co-operative Work (CSCW). This was
a departure from previous approaches that focused on the technology behind
electronically mediated communication rather than the users.

The Media Space work [9] at Xerox PARC aimed to foster collabora-
tion and maintain the culture between researchers across the organisation at
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different locations. The central premise behind the research is that work is
fundamentally social and a requirement of the Media Space was to integrate
both casual and task specific communication. The Media Space was similar
to earlier projects like VideoWindow but on a much larger scale both in num-
ber of connections and the distance. The Media Space linked two sites: Palo
Alto, California and Portland, Oregon. A total of thirty nodes were connected,
bridging a distance of over eight hundred miles. The PARC system was not
developed using a top-down model but rather as a system built by researchers,
for researchers.

The system evolved over a number of years between 1986 and 1991, dur-
ing which time it was in almost continual use. This allowed the researchers
a substantial period of study and observation. The Media Space was formed
by linking together the offices and common areas across the two sites with
video cameras and microphones. The facility to switch connections between
each commons area or an office was manually controlled by the users, allow-
ing them to converse with whom ever they desire. Users were free to control
their privacy by manually unplugging cameras or microphones. The underly-
ing platform merged audio, video and computing through the multiplexing of
several high bandwidth communications links. The developers of the system
took the view that what they had created should become a generic term for a
communications platform, a ‘media space’, that has the following qualities:

An electronic setting in which groups of people can work to-
gether, even when they are not resident in the same place or
present at the same time. In a media space, people can create real
time visual and acoustic environments that can span physically
separate areas. They can also control the recording, accessing of
recorded images and sounds from those environments. The goal
of a media space should not be to replace or replicate face-to-face
communication, but to support communication and sustain rela-
tionships that are not possible without ‘being there’.
Stults, R., Xerox PARC (1986)

The researchers noted a number of pertinent observations from the long
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deployment of their work that may have implications for all media spaces [10].
Firstly, a media space links together places, not just people. Whereas previ-
ous communications technology can be said to appropriate physical space to
merely support the communications (e.g. a telephone booth), a media space
uses communications technology to alter and augment the physical spaces that
are linked. Secondly, the act of using a media space is not primarily an activ-
ity in itself, but one that enables other activities. Unlike ‘telephone’, ‘media
space’ was not a verb. Finally, a media space had many uses such as locat-
ing colleagues, video conversations, group discussions and presentations, but
it was observed that the most powerful use of the system was for peripheral
awareness [9, p34]. It was found that the the most often viewed subject in
the Media Space was the commons area. Audio from one remote commons
area gave the person in the remote office or other commons area a background
awareness to who was around at the other site. Lab members who were work-
ing closely together would often have view of each other’s office for the same
purpose.

Researchers at Xerox further investigated the issues in supporting a shared
peripheral awareness amongst distributed work-groups with a later project,
Portholes [11]. The project ran between Xerox PARC in Palo Alto, California
and EuroPARC in Cambridge, England. The system infrastructure was simi-
lar to Media Spaces in that it provided an always available bi-directional link
but differs in the style of the connection. The Media Spaces provided real-
time synchronous video communication, whereas Portholes provides (mainly)
static images from the remote sites in an asynchronous connection. The in-
terface to Portholes consists of a large screen that has a grid of images (with
identifying captions) from each video camera linked up to the system. The im-
ages update approximately every ten minutes. The intentions of the Portholes

project were to create a meaningful, low bandwidth ‘lightweight’ awareness
system. Lightweight meaning that the system presents information without
requiring any user intervention or any distraction from their main activities.
Portholes used much less bandwidth than Media Spaces since live video was
not being transmitted over the network. A small study was undertaken to ex-
amine the effects of the system. Fifteen users were asked to keep a usage
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diary for three days and fill out a questionnaire. Feedback was generally posi-
tive and the authors suggested three areas for further investigation. Firstly, the
effect of awareness information on a workgroup. Next, the ability of an aware-
ness system such as Portholes to provide meaningful and useful information.
And lastly, considerations in the design of interfaces to present awareness
information.

The systems developed by Xerox were largely successful because they
were developed by the researchers for their own use. The developers gener-
ally responded to most of their users’ needs, understood their concerns about
their privacy and their needs to modify and personalise [12]. There was sym-
biotic evolution in the technology used in the systems and the work activities
around the systems that created that technology. Not all media space style sys-
tems took this approach or achieved success — some failed for a variety of
technical and social issues [13]. For example, a community building system
developed by Microsoft Research that linked three kitchen areas between two
campus buildings. In comparison to the approach taken by Xerox researchers,
the Microsoft system was poorly designed and engineered from both a social
and technical standpoint. One major flaw in the communication system was
the audio - the quality was deficient and a distracting echo persisted through-
out the systems overall deployment. The developers did not sufficiently ad-
dress the users’ privacy concerns. The authors also controversially note that a
hostile minority of users sabotaged and damaged their system regularly. The
key lesson to be learnt here is that a system was forced upon users who did
not want or need it.

2.2.3 Awareness Systems on the Desktop

Previous media spaces were built using separate audio, video and comput-
ing systems and network infrastructures multiplexed together. This made it
costly to expand in scale and complex in terms of switching and control. The
processing power of computer workstations and the bandwidth of networks
had improved to a point in the early 1990’s where it was feasible for media
space concepts to begin to appear on the computer desktop. Computer servers
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and local area networks were able to handle the processing, transmission and
switching of audio and video data feeds direct from the computer desktops of
users.

Researchers at Sunsoft developed a computer workstation based aware-
ness system for distributed groups called Montage [14]. Their motivation was
to create a system that helped the users find opportune moments times to in-
teract with one another, by providing a sense of proximity. Early in the design
process the developers proposed that the system required a familiar and con-
sistent metaphor to provide this ‘teleproximity’.

Conventional communications systems such as the telephone adhere to a
simple model of interaction. This model does not make any attempt to find
an opportune moment for communication. The person being called has to
explicitly respond to the call request by answering a the ringing telephone.
Obviously disturbance and distraction is caused to the called party if it is an
inopportune moment. The caller does not get any feedback prior to calling on
whether it is a good time to call.

The approach taken by media space style projects such as Portholes can be
said to be a surveillance model. The users study an overview of all the other
users’ cameras to get a sense of what is happening at a variety of locations.
Under certain contexts for some close-knit work-groups this solution may be
appropriate. Some people may be uncomfortable with the idea of their image
being broadcast and not knowing who may be watching.

The authors propose a hallway model for Montage. This interaction model
reflects what happens when someone walks down a corridor in an office look-
ing for a colleague. As the office is approached, sounds from inside may give
a clue that someone is present. The occupant may also hear the approaching
footsteps and prepare for a visitor. On arrival at the colleagues’ office door, if
the door is open or has a glass pane, the visitor is able to look in to see if their
colleague is busy or available to talk. People may block access by closing
their doors or allow access by leaving their office door wide open. Privacy
is socially negotiated, largely through auditory and visual cues. The hallway
model has less potential to disturb than the telephone model but it does not
provide the same level of protection of privacy (ignoring the ringing telephone
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or unplugging it). Since people can see who is looking in from the hallway
there is less concern about snooping as with the surveillance model.

Users of Montage access the system though a desktop application on their
computer workstation. Each workstation has a small camera and microphone
attached to the computer display. The user selects another user to perform a
‘glance’. This causes a small video image of the called party to fade into the
display of the caller. Simultaneously a reciprocal video image of the caller
fades into the display of the called party (along with a notification sound).
The users can now see each other for a period of approximately eight sec-
onds. During this glance operation, the remote user may accept the call and
they move into a full two-way video-conference. Audio is not enabled dur-
ing the glance to maintain privacy, in case the called party is caught unaware
having a conversation with someone in their office. If the person glancing
sees the called party is absent then they have the option to leave a note. Users
also have access to a do-not-disturb mode where others may not glance in.
At the end of development, a nine-week study of a group of six users was
undertaken. Logs showed that the Montage application usage was sustained
throughout the group and 653 glances were made, of which 31% resulted in
video conferences.

Sunsoft researchers continued working on further CSCW prototypes to
extend their findings. Three years later, Piazza was developed to provide a
rich desktop communications platform for impromptu and planned interac-
tions [15]. This system had a range of communications and workgroup ap-
plications. Some elements of the system supported more informal and unin-
tentional conversation between workers. The glancing mechanism developed
earlier was also incorporated. Only 31% of glances went on to become full
video conferences in Montage. One reason was due to called parties being
out of their office or unavailable. Piazza addressed this problem by explic-
itly maintaining availability information of its users, therefore callers would
have knowledge of whether someone was at their desk and available before a
glance was even attempted.
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2.2.4 Telepresence and Shared Spaces

Presence, the quality of ‘being there’, is taken for granted during face-to-face
communication. All participants are ‘present’ together in the same space. In
electronically mediated conversations, participants inhabit a virtual space that
spans the geographical or temporal distance between one another and where
they have a distributed virtual presence. This ability to achieve presence over
a distance is commonly referred to as ‘telepresence’. Different communica-
tion media afford subjectively varying levels of telepresence. Virtual places
maybe created in an ad-hoc fashion or maybe permanent venues (e.g. an e-
mail discussion list).

During a telephone conversation, auditory information from the location
of each caller forms a new (audio only) shared space. Even when one party is
not speaking background noise or breathing sounds provide presence informa-
tion, cues that indicate that they are still connected and listening. Traditional
multi-party video conferencing systems can be said to offer a greater degree
of presence compared to the telephone. Visible non-verbal cues such as body
language, gaze direction, eye contact and other gestures reinforce the commu-
nication. Although these are positive factors that enrich video conferencing,
such systems have not been designed with the concept of creating a shared
space for its participants at their core. Some manufacturers augment their
video conferencing systems with shared electronic whiteboards as an attempt
to create a shared space for sketching out ideas. Even so, a typical video con-
ferencing experience usually means each participant’s video is confined to a
single window — underlining a mood of separation rather than togetherness.
Such a communications space may be thought of as unnecessarily divisive,
formal and even confrontational. These factors alone could impede informal
and natural collaboration activities in the workplace.

Criticism directed at the failure of video-conferencing systems to ade-
quately create a shared space should be balanced with an acceptance of how
such systems were developed. Historically, telephone booths were the norm,
where each caller had an individual cubicle. Since early video conferencing
systems were extensions of the telephone booth concept it seemed natural to
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have each caller in a separate video display. At that time it was not techni-
cally feasible to have more than one video channel to a single display. Also, it
is highly unlikely that communications engineers and designers of early tele-
phone systems had the creation of a shared space in mind from the outset. It is
more likely that the shared space concept is a subtle abstraction to a technical
side-effect of overlaying multiple audio channels.

Eventually technology allowed the creation of a shared space in video-
conferencing by merging together separate video feeds so that all participants
share one virtual scene together. Reflection of Presence [16] and HyperMir-

ror [17] both independently developed this idea albeit implementing different
techniques. The use of mirrored video alone in CSCW applications is not new
— ClearBoard [18] used a single mirrored video feed projected behind the
surface of drawing boards to allow collaborating designers to work together.

Reflection of Presence uses computer vision algorithms to extract each
subject from their background and reassemble them onto a shared scene. The
system employs spatial audio so that sound appears to emanate from the lo-
cation of each participant in the scene. Functionality to support the collab-
orative nature and group dynamics of video conferences is a key part of the
system. The system continually detects who is the centre of attention, i.e.
the participant that is currently talking the loudest. That participant’s video
image is bought forward to the front layer of the display, whilst the listen-
ing participant’s images fade into the background by becoming slightly less
opaque. This effect reinforces the prominence of the speaker, but still allows
the speaker to see that the others are listening. A natural and fluid transition
occurs from speakers to listeners.

HyperMirror uses analogue chroma-keying for extraction (the ‘green screen’
technique used in TV weather forecasts) and mixes the video together. The
advantage of Reflection of Presence is that it uses standard personal computers
on a LAN, therefore is much more scalable and flexible. On the other hand,
Hypermirror performs all its extraction using video hardware which tends to
give better reliability and performance, compared to processing complex soft-
ware algorithms on a personal computer as with Reflection of Presence. One
common drawback for both systems is that since they use mirrored images,
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reading text or drawings held up by the participants is difficult as everything
is back to front. Reflection of Presence finds a way around this by supporting
a mode where a slide-show can be presented on the shared background for ev-
eryone to view and discuss. The developers also support a ‘TV mode’ where a
movie or TV channel can be displayed as the background — the participants’
images are shrunk down so that only their heads are displayed at the bottom
of the display. The scenario is one where a family who may usually watch a
movie together cannot due to some members being away from home. Watch-
ing the movie using Reflection of Presence, the family members’ faces appear
transparent, but in a moment of comedy the laughter from each person makes
their faces opaque — so everyone can see their smiling facial expressions and
hear their chuckling. This is a rare feature as most CSCW systems almost ex-
clusively concentrate on workplace communications problems of businesses,
rather than the leisure and social issues in the home.

BT Related Work

A number of projects ongoing at BT’s research labs are relevant to this discus-
sion. Investigating the informal nature of workplace communication, Thorne [19]
has developed Aware a system that creates an open audio-visual connection
between a small group of colleagues. Each user has a webcam at their work-
station. The video feed is transmitted to each of the other users’ workstations.
Each workstation displays these video feeds in semi-transparent windows ar-
ranged in a column, floating above other application windows on the left-side
of the user’s screen. These video windows provide an always open commu-
nications channels to maintain a sense of awareness. To maintain a level of
privacy, only low volume background noise is transmitted and the video feed
is looped over a few seconds. This provides feedback to observers about the
presence and activity of each user at their desk.

Examining the collaboration and telepresence aspects in distributed teams,
VIRTUE aims to recreate a shared, immersive, virtual reality environment in-
corporating live video, virtual 3D actors and objects [20]. The system sup-
ports a number of conversational cues such as natural gaze direction, eye con-
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tact, hand gesturing and body language.
Creating a sensing infrastructure for providing care to the elderly and in-

firm, Telecare work is currently being put in trial with local authorities in
Liverpool [21]. The work analyses a large data-set gathered from passive-
infrared motion sensors in a number of homes. A mathematical model was
developed to tune the sensitivity levels of sensors and help determine a re-
sponse time for care providers when no activity is detected.

2.2.5 Awareness in Co-located groups

In contrast to the projects described previously, one vein of research took the
idea of moving awareness technologies away from applications that inhab-
ited one user’s personal workstation and into the common office space so that
several people share its use. Aware Community Portals [22] is an effort to
create ‘Shared Information Appliances’ that are installed in areas where co-
workers pass through. The ‘Aware Community Portal’ takes the form of a
large projected display that users interact with using movement, proximity
and glancing. The display is placed in a social setting between personal of-
fices, a similar approach to that of the ‘commons’ area in Media Spaces [9].
The content provided by the system was a filtered stream of primarily news,
weather and an e-mail lists repurposed for the display. The system monitors
people moving through the space using video cameras. A user pausing to read
a headline on the display can be detected. If the user decides to stop and look
at the display for a short duration, the cycling of the information feed would
pause to reveal further detail information for instance a short summary of the
news story associated with the headline.

To alleviate privacy concerns of using video cameras in the workplace, the
display also incorporated a small window playing back the video feed from
the camera, so the users could see what is being captured. The awareness ele-
ment of the system focuses on providing presence information to co-workers.
A user reading the display has the opportunity to look directly at the camera.
This event triggers the system to capture an image of that user’s face. This
face image is presented along with the news item, giving subsequent users
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an awareness of who else may have read the article, hence a notion of which
co-workers were around recently. It also gives an indication to how popular a
particular information article is.

Additionally at the bottom of the display, a time-line is displayed to pro-
vide a trace of the movement through the commons area. Anonymous users
appear as small squares, but the people that have browsed the story through
‘glancing’ have a thumbnail of their face displayed on the time-line — giv-
ing a clear indication of when they were last in the area. Since Awareness

Community Portals employs only movement, proximity and visual cues to
operate the system it successfully meets its aims to develop very lightweight
techniques for awareness and interaction in shared workspaces.

Semi-Public Displays [23] is a second example of a shared information
appliance designed to provide awareness between members of a small com-
munity or work group. The Semi-Public Display prototype is designed for
a small group of members in a research group. It consists of a large touch-
screen computer display placed in the commons area of the researchers. The
display is dividing into four quadrants of roughly equal size.

The first quadrant of the Semi-Public Display is a collaboration space,
taking the form of a free space for the researcher to scribble down ideas or
questions using a graphics tablet. The motivation to include this function was
to encourage asynchronous brainstorming among the researchers.

The second quadrant is an ‘active portrait’, a group photograph of the re-
searchers. The system software manipulates each member’s image to reflect
their presence in the lab. The presence information is obtained by monitoring
each researcher keyboard activity in a similar fashion to Instant Messenger
applications. A researcher who doesn’t use their computer for a period of
time is registered away and the Semi-Public Display alters their image so that
becomes gradually lighter. This approach of obtaining presence information
is somewhat flawed since a researcher may be sitting at their desk reading
rather than using the computer. A way around this problem may be to average
the keyboard usage data over a longer period, so that if the computer is not
used for several hours then the system registers that person as away. A down-
side to this approach is that it does not accurately inform the viewer whether
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a person is there or not. Also the choice to ‘bleach out’ area of group portrait
for researchers that are not present could be visually distracting and detract
from being able to recognise the person. A better choice may have been to
alter the opacity or saturation of the image.

The third quadrant is a place for reminders, brief requests or facts. The
information for this section is fed from the group e-mail alias. Typically the
researchers post a message via e-mail for instance asking for help with a con-
ference submission. This message is displayed on the Semi-Public Display

for other researchers to respond to or simply be aware of the other group
members workload.

The fourth quadrant of the display is an ‘attendance panel’. This takes the
form a graphical record of upcoming events visualised as ‘attendance flow-
ers’. One ‘flower’ is displayed for each event. Each flower consists of a large
central circle containing a hidden label denoting the event. The central circle
is surrounded by a number of smaller circles or ‘petals’. One petal for each
researcher in the group. The researchers can then anonymously denote their
intention to attend a particular event by first touching the centre of the flower
to reveal the event name and then touching one of the petals. The colour of
the petal changes to reflect attendance, non-attendance or undecided. This is a
novel approach to capturing the groups intention to attend an event and could
be said to be a rather more intuitive to understand than the traditional method
of browsing through the groups individual calendars (some of which may not
be shared). The authors state that it provides viewers the ability to glance at
the flowers and quickly gain an awareness of how many people will attend an
event. The advantage and elegance of this is taken away by the fact that users
still have to walk up to the display and touch the centre of the flower to reveal
the event name. A poor design choice as it requires the user to physically do
something rather than simply glance at the display as per Aware Community

Portals.
Questionnaires were used to evaluate the Semi-Public Display system.

Both open-ended questions and 5-point Lickert scales were used to assess
the four applications. The results captured some of the criticism noted above
— users found it difficult to distinguish people in the ‘active portrait’ due to
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the image appearing washed out. Also respondents questioned the accuracy
of presence information coming from keyboard activity alone.

2.2.6 Ubiquitous Computing and Calm Technology

Eventually researchers began to question whether the telecommunications ap-
proach taken so far in providing an audiovisual facsimile of a remote partner
was actually required to provide awareness. Researchers at Xerox PARC be-
gan to imagine a future where the growth of the Internet and distributed pro-
cessing, results in the widespread proliferation of connected computing de-
vices, eventually leading to an era of Ubiquitous Computing. Mark Wieser,
the founder of this movement, sets out ideas and goals for this field in his
seminal paper, The Computer for the 21st Century [24]. The key argument of
the paper is now universally accepted and taken for granted:

Specialised elements of hardware and software, connected by
wires, radio waves and infrared, will be so ubiquitous that no one
will notice their presence.

Developing these ideas further, Wieser and Seely Brown present the case
where ubiquitous computing, characterised by deeply embedding computa-
tion into the world, will require a new approach to fitting technology into
people’s lives — an approach they refer to as Calm Technology.

Designs that encalm and inform meet two human needs not
usually met together. Information technology is more often the
enemy of calm. Pagers, cellphones, news-services, the World-
Wide-Web, e-mail, TV, and radio bombard us frenetically. Can
we really look to technology itself for a solution?

But some technology does lead to true calm and comfort.
There is no less technology involved in a comfortable pair of
shoes, in a fine writing pen, or in delivering the New York Times
on a Sunday morning, than in a home PC. Why is one often enrag-
ing, the others frequently encalming? We believe the difference is
in how they engage our attention. Calm technology engages both
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the centre and the periphery of our attention, and in fact moves
back and forth between the two.

The Coming Age of Calm Technology [25]

An early work in the area of Calm Technology is Feather, Scent and Shaker

[26], a range of simple networked systems aimed at supporting implicit, per-
sonal and expressive communication — intimacy over a distance. The first
system, Feather, was designed for situations where one partner is travelling
and the other stays at home. The prototype had two elements. The first is
a small object such as a picture frame, that the traveller can take with him.
The second part is much larger and meant to be a relatively stable feature of
a home, like a piece of furniture. The item designed for the work is a dec-
orative piece that is essentially a tube containing a feather and small electric
fan. When the travelling partner lifts the picture frame, a circuit is completed
to the second device causing the fan to make the feather float. The aim is to
indicate when the travelling partner is thinking of the other.

The next system prototype, Scent, is a variation on Feather. Again the
traveller takes a memento object such as a picture frame away with him. How-
ever, in this system the picture frame is connected to a remote bowl of fragrant
oil. Manipulating the picture frame causes a heating element in the bowl to
vaporise oil, filling the home space with scent that lingers for some time.

The final set of devices in the series, Shaker, allow for a more symmetrical
communication than the previous two prototypes. Each person is given a pair
of devices, a sender and a receiver. When one partner shakes their sender, the
other partner’s receiver shakes proportionately.

The prototypes developed in this work are good early examples in provid-
ing abstract notions of presence and awareness, in line with the Calm tech-
nology meme. Feather, Scent and Shaker was developed primarily by non-
technical designers and therefore is more an art piece than a fully functioning
technology. The devices may have had more impact if they were wireless
rather than tethered by cables. Feather could be criticised for a couple of rea-
sons. Firstly, the interaction between the traveller and the person staying at
home is purely one-way. The home user has no way of using the system to
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express feelings back to the traveller. To be fair to the artists, they recognised
this short-coming and address it with Shaker. Another point of contention is
that the picture frame is quite a realistic item that a traveller may take with
him on a trip. Whereas the ‘feather’ acts as a custom display object unlike any
other piece of furniture in the home, It may well be that the designers intend
the ‘feather’ to have a dual function — one as an awareness device and two as
an ‘art piece’ in the home, much like any other figurine or painting. Scent is a
novel and worth variation that allows the remote user to let his presence linger
for an extended period of time, compared to Feather, where if the home user
is away the message may not be viewed. The main contribution of the work
is that it proves that simple awareness at a distance can be achieved using a
strategy of abstract and symbolic expression — an approach largely ignored
in CSCW research at that point.

2.2.7 Ambient Media and Tangible Interfaces

Soon after the advent of the Ubiquitous Computing and Calm Technology

concepts, led mainly by Xerox PARC, other researchers began to develop
complementary ideas. The work of Isshi et al from MIT Media Lab was in-
strumental in defining several new human-computer interaction metaphors.
Ambient Media was a phrase coined to describe systems designed specifically
to take advantage of peripheral awareness. Human perception allows infor-
mation to be processed in the background, without necessarily demanding
attention or impeding the foreground activity.

The ambientROOM project [27] was the first of such demonstrations to
single out this aspect of awareness. In an office environment, a small self-
contained area was created as a personal work-space. Various information
feeds were then fed into this space, each represented by a different method.
For instance, on the ceiling of the ambientROOM a projection of gentle water
ripples was made to denote the activities of a pet. The speed of the lab ham-
ster running inside the wheel of its cage was reflected in the speed of water
ripples moving across the ceiling. Against the walls of the workspace light
patches were projected to reflect the movement of co-workers around the lab.
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Sound was used to represent a range of information. For example, the sound
of a bird singing when the users share portfolio was doing well on the stock
market. The researchers also developed a range of ‘graspable media controls’
to manage the ambient activity. A simple bottle interface acted as container
for information streams. A user would uncork a bottle to ‘release’ an infor-
mation stream into the room. Another control device took the form of a clock.
Moving the clock hands backwards or forwards acted as a kind of jog-dial to
shuttle back and forth in time to replay information visualisations in the room.
This feature would allow absent users to check on what had happened while
they were away.

In general Ambient Media interfaces aimed not to overload one particular
sense of perception. Several projects examined other senses (modalities) that
could be used for peripheral awareness. The majority of the work stuck to
using one sense (i.e. purely visual) but some researchers explored systems that
spread the ‘perceptual load’ over several senses (multi-modal interfaces). One
example of using smell as medium for information exchange was inStink [28].
This work was successful in developing a computer controlled mechanism to
release smells into the kitchen spaces of two remote partners. ListenIN [29]
was a similar project that used sound to link together a traveller with his home
environment. In order to protect privacy, the sound transmitted was subject
to a ‘garbling’ algorithm that obscured the sounds so speech could not be
eavesdropped.

The ambientROOM was important in many respects for reviving interest
in peripheral or ambient awareness. The use of abstract representations was
a departure from using live video as used in the Media Space projects. This
was significant since it reinforces the argument made by Holland and Stor-
netta about face-to-face communication. By dropping support for live video
and focussing purely on peripheral awareness there is no chance for direct,
formal, two-way communication. This tends to predicate that Ambient Me-

dia is confined to informal communication only; the exact feature that early
CSCW researchers were so passionate about. It should be noted that the Me-

dia Space agenda is not completely divergent and it is apparent that it still
informs some aspects of ambient projects. For example in the ambientROOM
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the facility to use the clock interface to replay previous experiences is a fea-
ture explicitly mentioned in the definition of a media space. Therefore it is
suffice to say that Ambient Media are modern day cousins of the traditional
media space, retaining some features but focussing on abstract representations
of presence. Pederson et al. derived a framework for an ideal abstract aware-
ness system [30] after examining the approaches taken by early CSCW and
Calm Technology projects.

The graspable media controls detailed in the ambientROOM were the
fruits of parallel developments in Ubiquitous Computing. The seemingly in-
visible embedding of computation into everyday materials as described by
Ubiquitous Computing led to another interaction metaphor by Ishii. Tangi-

ble Interfaces [31] married physical objects to digital information. Artefacts,
embedded with sensors or other computational functionality, are bound to an
underlying digital model. A prototype tangible interface was an architecture-
planning tool created to help design buildings and their impact on the sur-
rounding environment. The prototype consisted of a table with several arte-
facts in the form of model buildings. The positions and orientations of these
buildings placed on the table were sensed in real-time and overlaid with an
information display. As buildings were reorganised the architect could view
various aspects such as the flow of wind around the buildings or the shadows
cast. Several dials could be placed on the table to modify parameters such
as wind speed or time of day. This work introduced a simple, intuitive and
effective interface to a complex activity. Several projects took the tangible in-
terface concept outside of a work context, also supporting ambient awareness
applications. LumiTouch was a pair of picture frames that acted as a tangible
interface to a loved one [32]. When one partner picked up a picture frame, the
remote picture frame would light up. The idea was that a symbolic language
would develop from this activity. For example, a lit picture frame could be a
signal that their partner is thinking about them. Or it could mean “call me.”
The Bed was a project that provided abstracted presence for intimate, non-
verbal communication. The system consisted of two networked beds. Many
input/output mappings were supported by The Bed. A partner lying down on
one bed would cause the remote bed to warm up. Microphones were embed-
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ded in the pillows to pick up breathing sounds of a sleeping partner. This
sound was used to blow curtains gently at the remote end.

Another project using furniture to convey awareness in close relationships
was Peek-A-Drawer [33]. This system was designed to maintain a link be-
tween grandparents and their grandchildren. The prototype consisted a pair
of natural looking chest of drawers. An item placed in the top-drawer would
trigger a digital photograph to be taken and sent to the remote chest of draw-
ers. The remote party would periodically check the lower-drawer of their
chest of drawers. The lower-drawer had a flat-panel display embedded inside
to display the photograph of the remote objects. Even though the commu-
nications needs of the children compared to the grandparents differ, Peek-A-

Drawer provides a symmetrical awareness medium. The same group of re-
searchers developed further work in lightweight awareness. The Digital Fam-

ily Portraits project was a feasibility study aimed to provide peace of mind to
extended family members. Again the researchers targeted grandparents and
grandchildren. Digitally augmented portraits would show activity levels of
remote relatives to provide reassurance. The feasibility study established the
requirements of such a system by conducting a small field trial. No physi-
cal devices were developed, but data was collected by telephone interview.
Mock-ups of the digital portraits were created using image files that were e-
mailed between the participants of the trial. The project established a need for
such a system and the researchers planned to build a prototype system with a
sensing infrastructure to automatically generate the digital portraits.

2.2.8 Evaluating Awareness Systems

By far the most significant shortcoming of that vast majority of the work in
awareness systems is the lack of extensive user studies. Most of the research
papers reviewed here have called for proper trials of the technology they have
developed. Some have suggested specific questions for examination. Few
have actually generated any meaningful data. As the technology, concepts,
research methodology and field is maturing these issues are beginning to be
addressed. Holmquist [34] postulates the reasons for the lack of useful eval-
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uations to date are that ambient displays require long-term installations, the
usage intensity is low — perhaps a user may only glance at an ambient dis-
play a few times a day. There observational studies would be time consuming
and difficult to perform. He also notes the lack of clear evaluation criteria.
He argues for three levels of comprehension to be evaluated. Each level is a
perquisite for the next.

1. That information is visualised.

2. What kind of information is visualised.

3. How the information is visualised.

A recent and important development is the Affective Benefits and Costs in
Communication Questionnaire (ABC-Q) developed by van Baren et al. [35].
This work focussed on capturing qualitative data about feelings, attitudes and
behaviours towards communications technologies. The questionnaire does
not measure social presence or communication effectiveness. The question-
naire does facilitate the comparison of ambient media technologies with more
traditional technologies such as telephony and e-mail. This is a welcome ad-
dition to the limited spectrum of measurement tools in telecommunications.

2.3 Motivation and Basis for Thesis

This literature survey exposes a number of shortcomings in previous approaches
to awareness systems. These gaps and deficiencies provide the motivation and
opportunities for new research.

One obvious area to investigate is the nature and form of the interaction
model underpinning the awareness. Some systems only provided a very subtle
notion of awareness in an unidirectional manner. For instance, Feather, Scent

and Shaker allowed the partner at home to be aware that the remote partner
was ‘thinking’ about them. The remote partner had no clue to when the home
partner was doing the same. This unidirectional nature of the interaction could
potentially create an imbalance of awareness information between two peo-
ple in a close-bond. Other projects, such as Portholes, offered bidirectional
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information. Each user was able to access the same awareness information,
in this case small snapshot images of people at various locations in a research
organisation. The downside to this approach was that a ‘surveillance’ model
was used; the observed had no clue to whom the observers were and when
observation was taking place. This led to users being concerned for their pri-
vacy. Although the impact on the infringement of personal privacy between
people in close bonds may often be less of an issue than in other types of rela-
tionships it is still a valid concern. Simply offering bidirectional communica-
tion of awareness does not alleviate such concerns. Eventually ’surveillance’
worries were countered by systems that offered reciprocity. Montage and
other systems offering the ability for users to exchange bidirectional, recipro-
cal ‘glance’ type exchanges reinstated a more natural and familiar interaction
model to users.

Another trend in the reviewed work was the balance between automatic,
passive and manual, active interaction with the awareness systems. For ex-
ample, users of Media Spaces were obliged to manually switch between au-
dio and video feeds between office and commons areas. This allowed the
users to exercise complete control over who and what they were aware of.
Other systems, such as ambientROOM, projected awareness information in a
lightweight manner in the periphery of the user’s attention, with view to cre-
ating the minimum of distraction. Some research provides a mix of the two
modes. Semi-Public Displays required the users to manually interact with the
system to denote their intention to attend events. Whereas presence informa-
tion to indicate whether a team member was in the office was collected in
transparently in the background by sensing their keyboard activity.

The completeness of the awareness systems reviewed varied from con-
ceptual studies that concentrated on developing a valid methodology with no
physical instantiations built (Digital Family Portraits) to well established, ma-
ture long-term deployments (Media Spaces) of fully functional technology.
The bulk of the work fell into the category of working prototypes that were
suitable to demonstrate the projects concepts and conduct a short-term trial.
Some projects (Feather, Scent and Shaker) were more along the lines of art
pieces that were designed to raise as many questions as they answered. The
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technical complexity of projects also varied greatly. Systems such as VIRTUE

drew upon custom hardware and computationally complex software algo-
rithms compared to simplistic devices such as the LumiTouch picture frames.
Respectively, bandwidth requirements were these projects were poles apart.

The conclusions drawn from the above provides a starting point for further
work, as detailed in the rest of this thesis. In summary these points are:

1. Create a bidirectional, reciprocal communication platform.

2. Allow users to retain manual control of their participation and privacy,
but don’t let the system get in the way.

3. Aim to minimise computation complexity and bandwidth costs.

One final desire would be to develop a system that fits Holland and Stornetta’s
ideal of creating ‘shoes rather than crutches’, that is a technology that partners
would use irrespective of whether they were distant or physically proximate.

2.4 Summary

This chapter has presented a range of prior research in the field of technology-
mediated relationships. In particular, the examples have centred around sys-
tems that provide awareness for people in a variety of social and working
relationships. The section ends with a number of conclusions drawn from the
body of previous research and how it may shape a potential solution to the
problem of creating awareness-over-a-distance.
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Chapter 3

Method

3.1 Habitat - A Prototype Awareness System

A concept demonstrator based around networked furniture was built as an
attempt to address the needs of people in long distance relationships. The
prototype system was developed to illustrate how everyday objects and items
of furniture could be employed as a novel interface to capture and communi-
cate awareness. It was also planned to use the system as a testbed platform
for further studies and experiments in the field of awareness.

The prototype system consisted of two identical stations that were net-
worked together. The user’s point of interaction with the system was a coffee
table placed in their living area. Other components (figure 3.1) such as a
computer, tag-reading system and a projector were kept as hidden as possible
from the user. For convenience during development these Habitat stations
were located a few metres apart and linked over the local area network, al-
though the system was designed to function over a wide area network (such
as The Internet) for deployment in real-world trials.

3.2 System Elements

Each Habitat station was designed to be installed as an appliance in a users
home — to be always-on, available and connected. A typical installation
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Figure 3.1: An Overview of the Habitat system.
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Figure 3.2: Logical Layout of System Elements.

consists of a number of subsystems (figure 3.2). Each subsystem was an off-
the-shelf item, with modifications where necessary to conceal the underlying
hardware from the users.

3.2.1 Video Projector

Each station incorporates a video projector to display the awareness infor-
mation. The projectors are capable of reproducing high-resolution graphics
(1024 by 768 pixels). The projector was vertically mounted from the ceiling,
using standard UNICOL type brackets, pointing down over the table. The
mounting bracket together with the projector controls provided a means to ad-
just the image during final setup. Mains power and video cables were routed
away from the projector toward the computer system on the floor nearby.
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3.2.2 Networked Computer

The computing subsystem comprised of a standard configuration personal
computer. Networked connectivity (wired or wireless) is required but oth-
erwise no specialised components are required. The Habitat system software
was developed using Isis1, an interpreted language for responsive media ap-
plications. Isis currently runs under Linux or Apple Mac OS X operating
systems. The computer was connected to mains power, video output to the
projector, ethernet connection into the LAN, RS232 serial connection to the
tag-reader and a keyboard and mouse. During a deployment, the computer is
booted and a copy of the Habitat system software is executed.

3.2.3 Tag-reader

The tag-readers used were standard (ISO 15693) RFID (Radio Frequency
Identification) hardware manufactured by Texas Instruments (S6550 Long
Range model). Each tag-reader was used with a square gate antenna. The
tag-reader was positioned beside the networked computer. The tag-reader
was connected to mains power and its serial cable connected to the the PC.
An extended length of shielded coaxial cable was routed from the tag-reader
housing and run toward the table at the centre of the installation.

3.2.4 Table

The main element of each station was a freestanding coffee table. A table was
chosen because it satisfies the requirement that it is an everyday item in the
majority of households. Tables have large flat surfaces on which are always in
easy eye-fall of users and hence useful for display of information. Although
the exact style and design of the coffee table was not important the material
of the tabletop had to satisfy the following conditions. Firstly, there had to
be sufficient free space underneath the tabletop to mount the antenna of the
tag-reading subsystem. Tabletops with metal struts or a central pole attached
to them are not suitable since they would impair the antenna’s ability to detect

1For more information on Isis please consult Appendix B.
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tagged artefacts. Secondly, the tabletop material must again be non-metallic
and not thick enough to have an adverse affect on the range of the antenna to
read tagged artefacts through the tabletop. Finally, the tabletop surface must
be somewhat matt and uniformly plain to ensure directly projected images are
clearly visible.

The tabletop was lifted off the table (figure 3.3) to install the gate antenna.
A simple cradle (made out of sacking material) to support the weight of the
antenna was cut and sewn together to fit inside the table frame. Velcro was
sewn on to cloth cradle and used to fix onto the table frame. This was done to
allow for quick and convenient disassembly of the installation. The antenna
was placed in the cradle so as to be in a central position parallel to the tabletop.
The cable from the antenna was routed along the table frame and down the
inner leg to the floor where it was linked to the coaxial cable from the tag-
reader subsystem. The tabletop was then replaced to give the table its original
appearance. The final configuration step was to switch on the projector and
check the image remained in sharp focus on the tabletop surface, adjusting
the mounting bracket, zoom and focus controls where necessary.

3.2.5 Artefacts

A small collection of household and personal artefacts were assembled for
use with each Habitat station. RFID tags were concealed within or taped on
the underside of these objects (figure 3.4). Since metal interferes with the
ability of the antenna to read the tags it was important to avoid objects made
of metal or containing electronics. Each RFID has an unique serial number
determined at manufacture, which had been previously recorded in system
database, therefore it was vital to attach the correct tag to each artefact. An
image of each artefact was also supplied to the Habitat database.

3.3 Using Habitat

The method of interaction for Habitat was designed to be intuitive and nat-
ural. Users add and remove artefacts on a table as they go about their daily
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Figure 3.3: The Table with integrated Gate Antenna.

Figure 3.4: RFID transponder attached to underside of saucer.
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activities, thus unobtrusively participating in communication of awareness in-
formation. Figure 3.5 is a stem and leaf diagram that illustrates the interac-
tions with Habitat. The ‘stem’, the images labelled (a) through to (e), shows
the sequence of actions a user may take thus moving the system through var-
ious states. Following the sequence of pictures along a ‘leaf’, left (remote
table) or right (local table), shows the animation of a visualisation with time.

(a) describes the situation when the system is idle and neither user is inter-
acting, the tables are empty. Correspondingly the leaf pictures show no
visualisation activity either on the local or remote tables.

(b) shows that when a user places an artefact onto the table visualisations are
fired. The local visualisation displays animation of an image of that
particular artefact ‘falling’ into the centre of the table. The first graphic
shows the colour image at a large size filling the tabletop. As the visu-
alisation progresses the image scales down rapidly whilst decreasing its
opacity - thus fading out. Simultaneously, on the remote table a colour
image of the artefact appears at a random location on the table surface.

(c) shows the artefact resting on the table. This creates no further visualisa-
tion on the local table. On the remote side, as time passes the image of
the artefact slowly increases in size. This growth denotes an remote ac-
tivity that is ongoing. To avoid obscuring the display, this image stops
growing when its scale reaches a predetermined arbitrary size.

(d) shows that removing an artefact the user triggers further visualisations.
The local feedback visualisation is in effect the reverse of the previous
local feedback animation when the artefact was placed on the table.
The image of the artefact begins small, fully opaque and greyscale in
the centre of the local table. As the animation progresses the image
becomes larger and less opaque, giving the effect of the image ‘floating’
up and out of the table. On the remote table, the image of the removed
artefact changes from a colour image to greyscale. Slowly over time,
the opacity of the greyscale image reduces to zero, causing the image
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to fade away completely. The state of the system is now as it was at the
beginning.

3.4 Summary

Habitat, a novel, fully-functional prototype system was built as a solution to
providing background awareness between people in long-distance relation-
ships. There are several reasons that make this system a particularly practical
solution to deploy and use as a test-bed awareness system.

Firstly, the materials and equipment required to assemble a Habitat station
are easily obtainable, off-the-shelf items. Considerations such as size, power,
safety and noise levels were in line with the expectations people have for
appliances in the home. The networking connectivity to link two stations
together is now fast becoming ubiquitous with the current trend in the take up
of residential broadband.

Secondly, the proposed use, functionality and behaviour of the system was
designed to be clear to end-users. Interaction with the system occurs solely
through household artefacts. The system has been designed with care so as
not to convey personal data or attempts impinge on users’ privacy. Users are
provided with a unambiguous, transparent metaphor to interact with the sys-
tem as they wish. Interaction with the system is not mandatory and has been
designed to support rather than displace any other form of communication
between partners.

A final point is that Habitat was fully tested, stable, fully-functioning and
ready for deployment. This is in contrast to some of the awareness-systems
reviewed earlier, many of which were either design concepts with little func-
tionality that could only be deployed for a limited time. Habitat is a robust,
appliance-like solution that had been designed from the outset to be integrated
into a home, effective for long-term deployments.
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Chapter 4

Results

4.1 Development Context

Habitat was developed within the Human Connectedness group at Media

Lab Europe1 — a non-profit organisation committed to multi-disciplinary re-
search, and the European research partner of the world-renowned MIT Media

Laboratory.
The style of research fostered at the Media Lab is one focussed on the

rapid development of prototypes or demonstrators. The general approach to
developing projects is not constrained to one formal methodology but based
on a combination of several forms at the individual researcher’s discretion.
Some have characterised the MIT Media Lab style as a philosophy of “Demo
or Die,” inspired by methodologies such as Boehm’s Model and Verplank’s

Spiral[36, p15].
Taking inspiration from some of these ideas, Habitat was created incre-

mentally in a series of prototyping phases (figure 4.1). Each phase of develop-
ment resulted in a ‘stand-alone’ prototype that addressed particular facets of
the problem and was frozen in order to be used as a demonstrator of the over-
all project concept. Naturally, the results from one phase acted as the starting
point for the next phase of development. The completion of each phase would

1 Media Lab Europe, Dublin, Ireland, closed in January 2005. Human Connectedness
group website — http://www.medialabeurope.org/hc
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move the project further out of the development spiral, thus toward the evolu-
tion of an increasingly functional solution.

In turn, each prototyping phase constituted of several iterations around a
three component process — design, develop and deploy (figure 4.2). The de-

sign component takes an aspect of the problem and marries it with one of sev-
eral solutions. An informal specification of the level of functionality expected
from the prototype acts as the checkpoint to the completion of the phase. A
prototype uses the design principles discussed earlier (see 1.3) as basic guide-
lines to work from together with feedback, insights and findings uncovered
from previous phases. The develop stage is concerned with realising the de-
sign with the appropriate level of functionality in software or hardware to
demonstrate the underlying concepts of the system. The deploy component of
the prototyping exercise is concerned with “putting it out there” and covers a
range of testing and reviewing of the demonstrator. Informal testing, feedback
and review is carried out within research group meetings or amongst peers in
critique sessions. Bugs, missing functionality and other short-comings high-
lighted during the informal deployments, result in further iterations around
the development cycle until the prototype satisfies the requirements set for
the phase and is ready for a more formal audience.

4.2 Deployment Context

The Media Lab model encourages informal visits by sponsors and research
partners on a regular basis where the expectation is to demonstrate new re-
search. The prototypes act as discussion points for the research and are shown
at formal open days and sponsor visits, along with conferences and public ex-
hibitions.

Habitat was regularly demonstrated at Media Lab Europe ‘Open House’
events. These events took the form of an open day, occurring approximately
monthly, giving current and prospective sponsors, members of academia and
the press the opportunity to visit the laboratory and gain a snapshot of the
research being carried out at the lab. The format of a Open House event was
a morning of keynote presentations centred around a specific research theme
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Figure 4.1: An overview of the prototyping phases
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Figure 4.2: The process followed during a prototyping phase.

49



followed by the ‘open house’ in the afternoon, where the visitors are free to
roam the lab and see the demonstrators and talk to the researchers. A typical
event would attract anywhere from 75 to 300 people. Although it was im-
possible to have something completely new to show working each month - a
stable version of the prototype at the end of each phase was frozen and demon-
strated to visitors along with some discussion of the upcoming features in the
next phases of development. This meant that regular visitors to the lab saw the
progression of the ideas within Habitat over time. During the Open House,
small groups of visitors would gather around the system for a demonstration
and informal presentation. On average visitors spent about fifteen minutes
with the prototype where they asked questions and gave feedback on the re-
search. From the start of the project in January to the final prototype of the
system in October 2003, seven Open House events were held. These events
supplied a number of opportunities to test the Habitat concept out on non-
researchers.

By far the most demanding deployment of Habitat was the exhibition at
the 2003 E-Culture Fair. The event provided a showcase for research and
development in the field of New Media to the general public, academics,
businesses and government. The event is organised by Virtueel Platform, a
network of Dutch media labs that advise the Dutch government on policy in
the fields of digital media, technology and contemporary culture. The event
attracted significant public exposure for Habitat.

4.3 Prototyping Stages

Habitat was not created in a single linear path, but as a series of prototypes.
The solution described in this thesis to the problem of providing awareness
over a distance started with many loose threads, as a series of hunches and
ideas that evolved and came together over time. Following this path led to
a number of sub-problems and issues that had to be tackled on the way to
the eventual solution to the main problem. Described below is this journey
of designing and developing prototypes, deploying installations, collecting
results and feedback on the way to a final system.
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4.3.1 Phase I of Prototyping

The development of Habitat began with a ‘hunch’ that using the physical
elements of a home, such as architecture or furniture could be a suitable in-
terface for conveying awareness between two people living apart. The aim of
this phase was to develop a suitable design for this concept, setting in motion
a series of quick experiments to see how this could work.

Previous work undertaken by the author (whilst at BT) on responsive sens-
ing environments2 and tangible interfaces3 had already proven the scope of
using RFID tagged objects as simple interaction with rich multimedia appli-
cations.

The central requirement of the solution was to provide awareness over a
distance, therefore a decision had to be taken on the actual subject and format
of this awareness. It was decided that the daily activities of each partner would
be the subject of the awareness. Providing awareness of these activities would
entail the of supply of images relating to these activities between the partners
— for example sending an image of a book to denote reading.

A RFID tag was taped to the underneath of a coffee mug and placed in
the field of the antenna (figure 4.3) of the tag-reader. The tag-reader was
connected to the development computer and a program was written to identify
the tagged object and display its image (figure 4.4). On taking the coffee
mug out of proximity of the antenna, the image disappears. Having verified
the functionality of this aspect of the prototype, the next task was to test if
furniture was suitable for displaying the awareness information. The decision
to use a table was straightforward since they provide a large flat area to project
information on to and is a common element in most homes.

A basic table structure was constructed using a sheet of thick acrylic board
placed on two height adjustable wooden trestles, all of which were found
around the laboratory. A video projector was mounted overhead and con-
nected up to the PC. The tag identification program was run and its output
displayed on the table surface via the projector. The height of the overhead

2Reflex — a system for personalised wireless interaction [37].
3Tagliatelly — using physical artefacts with an interactive multimedia jukebox.
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projector was adjusted and focused to fill the table’s surface. One problem
with this basic set-up was that the bright light of the projector made the dirt
and scratches on the surface of the acrylic board highly visible. A plain off-
white tablecloth was purchased to remedy this situation, producing a slightly
muted matt surface to project onto (figure 4.5).

An attempt to integrate the tag-reader antenna under the surface of the
table proved somewhat unsuccessful. This change would allow objects to be
placed directly on the table-top for detection by the antenna hidden below.
Although the antenna has sufficient power to read the tagged objects through
the acrylic table-top, the weight of the antenna meant that it could not be
mounted to the underside of the table-top reliably for prolonged periods.

The next development iteration focused on the software, extending the
visualisations used in the demonstrator. Firstly, taking the ‘having a coffee
break’ idea further, the image of the coffee mug was replaced by two images.
On placing the mug on the table, the regular image of the coffee mug would
appear. On removal of the mug, the image of mug was replaced with one of a
‘coffee ring’. This was an attempt to provide a real-world analogy with leav-
ing a mess behind, such as crumbs on a table or a coffee stain. Secondly, the
visualisation of several further activities was added. Some new objects were
tagged and unique images added to the software. Placing different objects on
the table now resulted in the associated image appearing in a fixed location on
the display (figure 4.6). The location of the image had to be pre-determined as
more than one object could be placed on the table and identified by the system
simultaneously. Having images all appear in the centre in this situation would
cause them to occlude one another.

Findings from Phase I

The completed demonstrator was shown to fellow researchers to solicit feed-
back. It was felt that the prototype was a good first attempt and demonstrated
the concept well and the underlying story was believable. Everyone agreed
that the system was responsive enough, identifying objects quickly and reli-
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Figure 4.3: A mug placed inside the
antenna.

Figure 4.4: The visualised image of
the mug.

Figure 4.5: The mock-up table in
the initial prototype.

Figure 4.6: The visualisation of
multiple objects.

ably.
When the system was shown with the antenna hidden under the tabletop,

some commented that the system was not actually conveying anything useful
and defeated the point of the demonstration. In this situation, placing a mug
on the table resulted in an image of the mug appearing in the centre of the
table, which did not provide any new or useful information — since the ob-
server could see the (real) physical mug on the table, the (virtual) image of
the mug projected onto the table is redundant.

The aspect of visualisation that concerned the coffee stain image (on re-
moval of the mug) had a mixed reception. Some did not recognise the image
of the coffee ring and needed an explanation, others who did recognise the
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image commented that it was an interesting methodology but an image of a
stain persisting indefinitely would annoy users who liked ‘neatness’ in their
living space. A way around this could have been to incorporate animation into
the visualisation, for example having the coffee ring fade away over time.

On the aspect of recognising multiple objects, feedback again was slightly
negative. It was felt that the images shown for some of the objects were
confusing. For instance, for the dinner plate an image of a group of people
sitting around a table was displayed. This image was not readily associated
with mealtime by many observers and indicated that better images needed to
be chosen. The images used were mostly taken from a personal archive and
therefore not meaningful or deemed too abstract by the researchers. Other
comments were that by using fixed locations for the images, potential users
may find the predictability a little tedious.

4.3.2 Phase II of Prototyping

The aim of the second phase of prototyping was to develop the networking as-
pect of the project. After having proved the viability of furniture as a medium
for awareness in the first prototype it was important to move forward and
illustrate the concept fully using two paired tables. The first demonstrator
employed a mock-up of a table, quickly and crudely constructed out of spare
materials found in the lab, which had now outlived its usefulness. Properly
designed furniture was required for several reasons. It was desirable for the
project to be aesthetically appealing since it was to be used as a public show-
case for the research. Next, the properties of the material used for the tabletop
had to be conducive to video projection. Lastly, the construction of the table
needed to accommodate the tag-reading antenna.

It was thought that a pair of custom tables needed to be designed and hand
built specifically for this project, using materials and equipment from the lab
workshop. Although there were local experts with the necessary knowledge
and expertise to help guide the construction effort to make up for the short-
fall in the developers workshop skills, it was realised that the time and effort
required to make the furniture far exceeded the cost of buying off-the-shelf
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items and making modifications. This made sense in relation to the over-
all goal of the project which aimed to use everyday typical furnishings for
awareness. A brief search of a local furniture outlet yielded a suitable pair of
tables (figure 4.7).

The tables were supplied flat-packed and required simple assembly. Con-
veniently, most demonstrations at the Open House events are given in each
research group’s work area. This saved the hassle of having to move the
tables around during development. The tables were put together and posi-
tioned a few meters apart from each other. The next task was to integrate the
hardware subsystems together. The lab had a plentiful supply of computing
hardware, video projectors and mounting brackets but the tag-reader was rel-
atively specialised and expensive. There was to be a significant lead time in
procuring the second tag-reader so this phase of prototyping had to go ahead
with only one node that had the ability to sense tagged objects.

One key problem to solve was how best to integrate the antenna with the
table so that items placed upon it were robustly detected. Due to the time
constraints of an impending Open House event it was decided to temporarily
affix the antenna flush to the underside of the tabletop using strong adhesive
tape until there was an opportunity to develop a permanent solution.

The next pressing target was to develop software that captured and con-
veyed the awareness information over the local network. The table with the
tag-reading system used its computer as the primary client; the other table
used its computer to act as the server and display images of the objects placed
on the first table. The client computer polled the tag-reading hardware to
identify any objects placed on the table, sending messages at regular inter-
vals to the server, which in turn interpreted these messages and displayed the
corresponding images.

Following criticisms of the quality of the images in the first prototype, a
new approach was taken for images in this prototype. Rather than relying
on images of objects taken off the Internet or from personal photo libraries,
high-resolution photographs were taken of each of the actual artefacts used
in the demonstrator. A digital camera was mounted on a tripod in a fixed
orientation. In turn, each object was photographed on a plain black cloth. Af-
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Figure 4.7: The two tables installed at Media Lab Europe.

ter capturing the images, they were downloaded to a computer for processing
using image-manipulation software (Adobe Photoshop). The first step was
to extract the image of the object from its background. The plain coloured
background greatly simplified this task, leaving behind a clean crisp image
of the object which was then placed on a transparent background (Figure 4.7,
right-hand image. Please note that the vase on the table in the left-hand im-
age is not tagged, therefore does not appear on the right-hand table). Each
image was cropped and resized to the same dimensions (200 by 200 pixels).
The transparency information in the image files allows the irregular shaped
outlines of the objects to overlap. The final step was to replace the old image
files on the system with the new copies.

Findings from Phase II

Overall the prototype was well received by visitors. The styling of the tables
greatly added to the overall finish and presentation of the prototype. The
appearance of the projected image floating on frosted glass tabletop gave an
appealing ‘look and feel’ to the project. The batch of restyled photo-realistic
images of the interaction artefacts was also added to this experience.
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The lack of two tag-readers detracted from the full impact of the demon-
strator, as people complained that they couldn’t interact with both ends of the
system and how one side of the table was ‘blank’. The video-projector over
the tag-reading table was redundant and kept switched off, as it had no images
to display. This issue of the ‘blank’ table led to questions about how the users
actually know the system is working at all. In the case of the lab demonstra-
tion, the paired table was at the other side of the lab and could be seen easily
by the users, so they could check the system was working by glancing over to
the remote table. This would not be the case in a real-world setting where the
partners are living hundreds of miles apart.

4.3.3 Phase III of Prototyping

There were several goals for the third phase of prototyping. The foremost
objective was to integrate the recently acquired 2nd tag-reader. The remaining
efforts were to investigate the possibilities in providing visual animations of
the awareness information.

On the surface, the incorporation of the second tag-reader into the sys-
tem should not have posed any great difficulty, since the equipment was the
same model and specification as the existing apparatus. However, due to the
rapid development of the early prototypes, the underlying software architec-
ture was not well organised and contained several inefficiencies and redundant
elements left behind from exploring side-avenues or debugging routines. The
networking and message-passing routines needed a thorough overall too, so
it was decided to rewrite the software according to a more structured design
taking into account the learning from the previous phases of development.

The new version reflected the fact that each table (station) was a complete
mirror of the other, acting as both a client and a server, and therefore executed
the exact same version of the code. The new software architecture separated
the potentially ‘slow’ elements, such as the serial port access to the tag-reader
and the networking routines where speed was not a priority from the elements
of the code were speed sensitive and had to be ‘fast’, such as the graphical
visualisations and animations.
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The network routines were redesigned to be more reliable and efficient to
address the shortcomings noted in the previous phase of prototyping. The
software was redesigned to use TCP, a network protocol that attempts to
guarantees delivery in most cases and ensures messages are assembled in se-
quence. The message-passing routines also needed to be rebuilt. The new
solution was far more intelligent in its use of bandwidth, only transmitting
information when a change occurred on the table and staying ‘silent’ when
nothing was happening.

The awareness visualisation features also took a large step forward during
the third phase. The first problem to tackle was to figure out how the visuali-
sations could use a more intelligent use of the display space. The current tech-
nique of using arbitrarily chosen fixed locations for images (figure 4.6) was
fine for a small number of items, but not suitable for a larger set of objects. It
would be advantageous to be able to place images anywhere on the table-top.
Several possibilities for placement algorithms were generated, eventually se-
lecting a random placement algorithm. This in effect placed new images in
a random location within the bounds of the display. This location was only
fixed for the duration of the item being on the table, resulting in subsequent
placements of the same item appearing in different locations.

Using the newly created images from the previous phase, several anima-
tions of the images were storyboarded to convey awareness information of the
activities between the partners. Three interesting ideas for visualisations came
out of the brainstorming. The visualisations created animations by applying
transformations on the size, colour and opacity attributes of the still images.
No video was used. Once again, due to pressing demonstration schedules,
only one of the various visualisations was programmed during this stage.

On placement of an object, a fully opaque image of the object would ap-
pear on the remote table. Over time this image slowly increases in size, scal-
ing up to a maximum factor of three times it original size. On removal of the
object, the image stops growing in size and become grey-scale. Slowly the
opacity of the image is be reduced to zero, giving the effect that it is fading
away with time (figure 4.8).

58



Figure 4.8: The sequence of visualisations (clockwise from top-left).

Findings from Phase III

The demonstrator with two working networked nodes was becoming closer to
a fully functional and complete system. The newly rewritten software archi-
tecture reaped many benefits, including making the system a more responsive
than in the previous prototype. Since the tables were positioned close to-
gether, visitors who tried out the system had line of sight of both tables. This
allowed them to easily assess the speed of response of sensing the objects
at one table and the displaying of visualisations at the other table. Groups
of visitors added and removed objects on both tables simultaneously without
any apparent lags in performance of the system.

The animations of the images were also approved by peers. The random
placement of the images was thought to be greatly sophisticated compared
to the fixed locations used in the previous versions. Informal feedback was
sought on whether people could understand the animated visualisation. The
sequence of an image appearing, growing, turning grey and then fading away
was thought to be particularly intuitive and easy to comprehend. Unusually,
audiences did not come up with any substantial comments when asked how
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the visualisation could be improved. Some people were under the impression
that the animation of the images were pre-made video clips being sent be-
tween the two nodes. They were surprised to learn how little bandwidth was
used by the prototype since no images or video were being transmitted.

A small flaw was found with the method used to mount the antenna under
the tabletop. The close mounting to table surface caused a silhouette of the
antenna to be seen on the tabletop.

4.3.4 Phase IV of Prototyping

The objective during this stage of prototype was to tie-up several loose ends
and follow up some creative ideas for extending the system’s functionality.
The immediate task at hand was to eliminate the highly visible silhouette of
the antenna on the tabletop. Also the two remaining visualisations designed
in the previous phase were yet to be implemented.

There were a number of design requirements for the solution to mounting
the problem. It was no longer feasible to have the antenna mounted flush
against the semi-opaque tabletop as the outline of the antenna would still
remain visible. The antenna needed to be suspended far enough below the
tabletop so it could not easily be seen through the top of the table, but not so
low that it could be seen when looking at the table from a side view. These
aesthetic requirements were necessary to maintain the illusion that it was just
’regular’ furniture. The functional requirements were that the position of the
antenna needed to be close enough to the table surface so that the distance
did not adversely affect the range and reliability of reading the tagged objects
placed on the tabletop. Another parameter affecting the method of mounting
the antenna was its weight. The antenna is made of coils of thick coaxial ca-
ble and heavy iron-cores, encased in a ruggedised casing, weighing around a
kilogram.

The solution was finally overcome with the help of a vacation placement
student4 whilst collaborating on a related project5. Her solution was to con-

4Aoife Nı́ Mhóráin, Royal College of Art.
5Aura — an intimate remote awareness system based on sleep patterns. Aoife Nı́ Mhóráin,
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struct a cradle for the antenna that hung inside the table frame. The glass table
top conveniently lifted to allow access to the inside of the table. Velcro was
sewn onto two edges of rectangular piece of stiff sacking material, slightly
longer than the width of the table. Adhesive Velcro was tacked to the inside
of the table frame which mated with the Velcro on the cradle. The thick black
coaxial cable from the antenna was taped to the inside of a table leg down
to the floor using beige coloured masking tape to help conceal it. With the
physical aspects of the demonstrator complete, the visualisation features of
the system could be further developed.

Two visualisations designed earlier were yet to be implemented. Both
visualisations used the same random placement algorithm developed in the
last phase. The first of these was as follows. On placing an object on the
table, a full colour, fully opaque image would appear at a random position
on the remote table, slowly growing in size from zero to a maximum scale
of 3 times the size of the original image. On removal of the object, the exact
reverse would occur and the image would slowly shrink away to nothing.

The next remote visualisation was as follows. On placing and object on
the table, a full colour image would fade in at a remote position on the remote
table. The size of the object was kept constant and the opacity was increased
from zero to one (denoting a fully opaque image). On removal of the artefact,
the exact reverse happened and the image opacity was reduced to zero, giving
the effect of fading away.

The next major leap forward in the functionality came from the concept
of local feedback. The idea of local feedback was developed after realising
a solution to the ‘blank’ table problem (mentioned earlier) would be critical
factor in the usability of Habitat. The importance of local feedback had not
been realised during the prototyping up to this point. This was because the
physical arrangement of the furniture in the development environment and
during demonstrations was already providing a sense of feedback. This had
unwittingly hindered proper consideration in the designing the user interac-
tions. With the tables placed within line of sight of one another, it was usually
possible to see remote visualisations from the table that was being interacted

Dipak Patel and Stefan Agamanolis.
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with. This was a oversight — in a real-life deployment the tables would be
geographically separated.

In order to simulate a more realistic scenario, one of the tables was moved
away from its regular position to another part of the lab so it was no longer
with in eye-fall of the other table. Naturally it became immediately obvious
that someone living with a Habitat system could have no idea whether the
system was actually working or not. This situation would most likely arise
when the remote user does not place any objects on their table, hence the
local table would be ‘blank’. Since there is no direct feedback, the local
user may inadvertently forget that the furniture was ‘live’. Placing tagged-
objects on the table would result in messages being sent over the network by
the seemingly unaware local user. The notion of being able to ‘accidentally’
transmit information about personal activities is a considerable privacy issue
and one that could detract from the eventual real-world use and deployments
of Habitat.

A few ideas were initially brainstormed and quickly prototyped to see if
they were suitable for visualising local feedback. The first was to create a
‘flash’ effect. On placing an object on the table, the table would briefly turn
white - creating a ’camera flash’ style effect. The same flash would occur
when the object was removed. This solution had the drawback of being far
too bright and visually distracting - much like a real life camera flash.

The next visualisation to be examined was one of a ’radar-sweep’. In this
scenario, each time a tagged object was read on the table, a thin green line
would perform a radial sweep around the table, similar to that of a radar dis-
play. Removing the object repeated the effect. This idea was quickly dropped
since the underlying metaphor was flawed. Actual radar terminals have a line
constantly sweeping around their displays. This visualisation only displays a
sweeping line when an object is added or removed. Additionally, some users
sensitive to privacy concerns may think this visualisation is ‘scanning them’.
Although people are used to having things scanned in certain locations (su-
permarkets, airports) this idea maybe unpalatable in the home By explicitly
visualising this ’scanning’ may unnecessarily agitate ill feelings toward the
system. For these reasons this idea was dropped.
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Figure 4.9: Testing the local feedback visualisation

The final design for the local feedback visualisation took the metaphor
of objects falling in and out of a table — akin to the notion of depth when
throwing a penny into a well or taking something out of a large barrel. On
placing an item on the table, the system projects a large size, full colour,
full opacity image of the object over the centre of the display (figure 4.9).
Simultaneously, the image is quickly scaled down to zero and its opacity is
reduced to zero. The composite effect of the image shrinking and fading away,
appears as if the object is falling through the table. On taking the object off
the table, the system projects a small size, grey-scale, full opacity image of
the object in the centre of the display. Simultaneously, the image is scaled up
from zero to a large size and its opacity reduced to zero. The composite effect
is one of the image being lifted out of the table. Detailed images of the local
feedback visualisation are in the Method Chapter.

Findings from Phase IV

Responses gathered from a group critique of the prototype were very positive
about the addition of the local feedback functionality. It was felt that it seemed
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an elegant and natural extension to the overall interaction concept. However,
the two new remote visualisations were not preferred when compared with
the visualisation created in the previous iteration of the system. People said
that with the newer visualisations it was difficult to see when an object was
actually removed — the point at which the object began to fade out or shrink
was ambiguous. In contrast the change from a full colour image to a greyscale
image in the original visualisation was a clear sign that the object had been
removed. The use of the same colour metaphors (full colour for added ob-
jects, grey-scale for removed objects) in the remote and local visualisations
reinforced the entire interaction metaphor, aiding the users in understanding
of what was going on.

Some people commented that the demonstrator could use a larger variety
of objects. The system was being demonstrated with a few tagged objects at
each table. Questions had been raised by visitors on what kinds of objects
could be tagged. Having more objects would address some of these ques-
tions and also provide a stronger graphical impact when visualised on the ta-
ble. During the Open House many visitors who were not familiar with RFID
technology asked how the system worked in detecting the objects. When the
table-top was lifted up to show the integrated antenna mounted on the cradle,
many delegates commented were surprised with the simplicity and elegant of
the solution.

4.3.5 Phase V of Prototyping

The E-Culture Fair 2003 was held in Amsterdam, spread over three central lo-
cations, on 23rd and 24th October. Over 2,000 thousand visitors, ranging from
members of the public, students, artists, technologists, journalists and gov-
ernment ministers had the opportunity to see 50 projects. The projects were
sourced internationally and organised in a number of themes, each project
illustrating what new technologies may mean for future work, communica-
tion, education and play. Habitat was included as part of the ’Mobile Home’
theme. This category presented projects that explore the emotional and rela-
tional effects of mobility, global communication and awareness of place and
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location. Initial contact with the E-Culture fair had began when the exhibi-
tion organisers saw a demonstration of an early version of Habitat prototype
during an Open House event.

Due to budgetary issues, transporting the whole Habitat installation from
Dublin was not possible. It was decided that the event organisers would hire
video projection systems and source suitable furniture in Belgium and have
it shipped to Amsterdam, whilst we would complete work on the software
and bring over a pair of tag-readers and laptop computers to run the system
on. Although the development so far had taken place on full size desktop
computers it was obvious that they could be replaced with smaller and lighter
laptop equivalents to ease the travel over to the event.

The computing platform on which Habitat was developed on to this point
was standard x86 hardware with the Linux operating system running the Isis
programming environment, as described in the method chapter. The organ-
isers were not able to provide computer hardware at the event, and shipping
large computer workstations would be costly. Using Laptops would be a much
better solution but the only pair of machines available at short notice ran the
Mac OS X platform. Fortunately, parallel work by the developer of the Isis
programming language, had begun a port of Isis to the Mac OS X platform.
This experimental branch of Isis was stable and complete enough to support
all the functionality required by Habitat. At this point the entire development
effort shifted over to the new platform as it required as much testing as pos-
sible before the exhibition. The previous code was transferred over to the
two laptops. A small modification to the system components was required,
since these laptops did not have RS232 serial ports required to interface with
tag-reading systems. Sets of USB to RS232 dongles were used to connect
each laptop to a tag-reader. Small modifications in the tag-reading software
libraries were made to enable support for the USB-RS232 devices, but other-
wise the operation of the dongles was transparent to the rest of the system.

Once this stage of development of reached, the physical aspects the in-
stallation was dealt with. It was decided to keep with the look and feel of the
furniture deployed in Dublin, since the size, height and quality of projection
on the frosted glass were known to work well and met the requirements of the
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Figure 4.10: Objects waiting to be
used on the plinth.

Figure 4.11: Laptops and tag-
reader hardware under the plinth.

Figure 4.12: An overview of the installation.
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exhibition space allocated to Habitat. It was considered better to change as
little as possible of the physical elements of the installation at that point. Since
the E-Culture fair was to be a far longer running event than the demonstra-
tions in Dublin, which rarely required the system to be running for more than
3 hours, it was decided that having somewhere to sit by the tables would be a
natural and useful step. A set of identical tables to the ones used in Media Lab
Europe Habitat installation were sourced at a store in Antwerp, along with a
pair of matching chairs and stools, to be delivered directly to the exhibition
venue.

Once all the physical aspects of putting together the installation were done
and tested in Dublin, focus returned to the software development. It was de-
cided the third visualisation discussed earlier was the one that was most visu-
ally appealing. Since the exhibition would require Habitat to stand alone in a
gallery setting, without any direct explanation or demonstration, it was likely
that visitors may be coming and interacting with the exhibit over long periods
of time. It was decided that the rate of change in the visualisations should
be altered, so the scaling and fading effects were much slower. This decision
was taken to pre-empt the fact that the installation may be observed for much
longer period that during the more brisk Open House demonstrations. These
small changes were completed just in time to dismantle the system and head
to Amsterdam.

Habitat was exhibited alongside several other projects in the Melkweg, an
old theatre in central Amsterdam. Access to the venue was not available until
a day before the opening of the exhibition, so all the set up, final testing and
any tweaks had to be complete by then. After arriving early on the set up day
to meet with the organisers, find the furniture and unpack all the components,
the furniture was quickly assembled. The antenna cradles used were taken
from the Dublin installation. The video projection system was not due to
arrive until the morning of the exhibition opening-day, so that aspect could
not be immediately tested. Luckily, the built-in screens of the laptops were
able be used to test the software without the need for the projectors.

In the area for the exhibit, the two tables were placed approximately 1.5
metres apart. A chair and stool were paired with each table, allowing enough
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space for the visitors to flow around the installation. After initial testing was
successful, as previously noted from earlier feedback, it was felt that the ini-
tial set of items for the table were lacking both in number and style for the
event. Although only four or five items could be placed on the table with-
out cluttering the table top and obscuring the visualisation - it was felt that it
would be desirable to have a greater selection of objects that the visitors could
pick and choose from.

In order to acquire the extra objects, a quick trip was made over to a local
market, resulting in 20 new objects. These items were taken back to The
Melkweg, where a digital camera was used as previously described to capture
the images for use with in the system. The next stage in incorporating the
newly acquired objects into the system was to tag the objects. Fortunately,
enough spare tags had been brought over to attach to the all the new objects.
Using adhesive tape a tag was placed under or inside each object. A utility
program written during the initial phase of prototyping was used to provide
an inventory of tag serial numbers when placed on the table. Each newly
tagged object was placed in turn on the table and the program outputted the
serial number. Finally the simple database in the Habitat system software
which associates tag serial numbers to the images was amended with these
new serial numbers, so that each object displayed the correct image upon
identification.

A long plinth (figure 4.10) was set up to the rear of the Habitat installation
to keep the extra objects whilst they were not being used in the demonstration.
After testing the system with these new objects successfully, the area around
the installation was tidied up and the objects placed ready on the staging table.
Underneath this table were stowed the two tag reading systems and laptops
(figure 4.11). A plain black cloth was placed over the table to conceal the
system hardware beneath.

On the day of the event the contractors arrived with the video projec-
tors. Although the organisers were aware of the requirements for Habitat, the
height of the Melkweg ceiling and the limit to how low the projectors could
be moved on the supplied mounts meant that the image projected onto the ta-
ble was larger than the area of the tabletop. This meant that in operation, the
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system would place images off the table surface, or during the animation of
the visualisations would grow in size and ‘spill’ over the edges of the table.

This was a significant problem and would have a big impact on the suc-
cess of the installation. Since the projector height could not be adjusted or
the focal length of the lens changed, it was decided to attempt to solve the
problem in software. A quick fix was applied by changing the image place-
ment section of the Habitat code. The random-placement code was changed
to constrain the placement of the images within a rectangular border, which
mostly masked off the area of the projected image that fell off the table top
surface. Since the background of the Habitat visualisation was black, nothing
would be projected in the ‘dead’ areas of the display. The width and height
of the border was defined approximately by trial and error and not an exact
mapping. Having solved this problem, the Habitat installation was ready for
exhibition (figure 4.12).

Findings from Phase V

The exhibition ran for two consecutive days, attracting over two thousand
people. The Habitat installation was successfully demonstrated and in con-
stant use throughout the event(figures 4.17 and 4.18). During break sessions
the system software was restarted, even though the installation for the most
part ran without problem. Although the system could now be considered a
deployed installation rather than a prototype, there were occasional glitches.
For instance, interference affected the antenna when visitors placed metallic
objects on the table or placed all the objects on the table at once.

Many interesting conversations with were had during the demonstrations
and the feedback was extremely positive. The concept of this form of aware-
ness over a distance was new to many visitors and many identified with the
problem scenarios. The event was a good networking opportunity as it drew
together a number of researchers from across Europe, some of which were
also working the field of ambient technology. An interview for Dutch Tele-
vision was given during the event and a story covering Habitat appeared in a
leading Dutch national newspaper.
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Figure 4.13: Right-most table - note images of objects on left-
most table (below).

Figure 4.14: Left-most table - note images of objects on right-
most table (above).
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Figure 4.15: Close-up of right-most table

Figure 4.16: Close-up of left-most table
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Figure 4.17: People receiving a demonstration of Habitat.

Figure 4.18: Hundreds of members of the general public inter-
acted with Habitat during the E-Culture Fair.
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4.4 Summary

This chapter has provided an account of the incremental development of Habi-

tat through a series of prototypes. Detailed descriptions of the development
activities are presented before a discussion of findings during testing and de-
ployment of each stage of the demonstrator.
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Chapter 5

Discussion

This research aimed to create a novel solution to the problem of providing
awareness to people in long distance relationships. It was proposed that peo-
ple involved in such relationships could use everyday items of furniture as an
interface to an awareness communication system. In order to determine the
feasibility of this proposal, Habitat, a prototype awareness communication
system was developed. The prototype system linked together a pair of tables
to unobtrusively record and display the activities of two remote partners. The
implicit absorption of this activity information was expected to help foster a
background awareness and greater sense of connectedness between the part-
ners.

This chapter presents a review and detailed discussion of the findings re-
ported in the previous chapter. The evolution of the prototypes was led by
a series of design decisions. These choices were made with a balance of
concerns between aesthetics and utility. The following discussion aims to
substantiate the directions taken during the development of Habitat.

5.1 Physical Representation

Habitat was designed to employ a Tangible User Interface (TUI), a genre of
interactive systems introduced earlier in Chapter 2. An important distinction
exists between a TUI when compared with the traditional graphical user inter-
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face (GUI). The interaction model underpinning a GUI specifies a clear sepa-
ration between digital representation (the graphical output on the screen) and
its control mechanisms (the mouse and keyboard). The interaction model un-
derpinning a TUI tightly couples its digital representation with a correspond-
ing physical representation that acts as its control mechanism. The physical
representations and control elements in a TUI usually take the form of inter-
action artefacts that the user is free to manipulate within the context of an
installation. The design and selection of appropriate physical representations
is an important aspect of tangible interface design, encompassing disciplines
such as architecture, ergonomics, industrial and environmental design.

5.1.1 The Artefacts

Artefacts that are imbued with an implicit significance to the underlying in-
formation modelled by a system make good choices for its tangible interface.
Previous TUI work has highlighted two approaches in designing the form of
these interaction artefacts. One approach is to create custom artefacts that
represent abstract concepts within an application domain. For instance a bat-
tlefield simulation TUI may use flag shaped blocks to represent captured ter-
ritories. A second approach is to use ‘found objects’, pre-existing items that
can be appropriated to represent specific actions in an application.

The physical representations used in Habitat take the form of common-
place objects that may be found in a typical home. The artefacts are coupled
to the underlying activity information maintained by the system. Adding or
removing artefacts from the tables results in a natural and intuitive interac-
tion mechanism to control the exchange of activity information between the
partners. The items were carefully chosen to embody a specific activity. For
example a book (artefact) was used to represent reading (activity).

In addition, the physical states of the artefacts partially embody the digital
state of the system. The user can inspect the items placed on their table to
determine what is being visualised on their remote partner’s table. The human
readable nature of this digital state can only be said to be partial, since a user
cannot determine extraneous information by inspection alone. For instance,
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whether an artefact has been removed from the table recently.
The technical realisation of binding the physical representation to the dig-

ital representation in a tangible interface is enabled through the control (user
interaction) mechanism. The function of the control mechanism employed in
a tangible interface often has an impact on the form of its artefacts. In terms
of a control device artefacts can have a number of roles and meanings, acting
as actuators, switches, dials, tokens, containers and tools. A tangible inter-
face achieves control by sensing the state of artefacts, the manner of which
is dependant the specific nature of the application. The sensing maybe done
passively, for instance a camera placed overhead to identify artefacts by their
shape. Alternatively the artefacts may be augmented with technology that ac-
tively relays its state, for instance an wind direction artefact that contains a
dial that the user can manipulate.

The technology used for detection and identification of artefacts placed on
a table was RFID. A small, thin and flexible RFID transponder was attached to
each object. This control mechanism provides a reliable means of detection,
as the antenna embedded in the tabletop will sense each artefact’s transponder
when placed on the table. Each transponder has a unique identification serial
number; additionally many transponders can be read simultaneously.

The identification method used in Habitat is largely independent of the
physical attributes of the artefacts, such as weight, colour, shape or density.
This allows for a great deal of freedom in the characteristics of objects, in-
cluding the ability to use objects that look the same. The main limitation of
using RFID technology is that metal disrupts the ability of the antenna to de-
tect transponders. As detailed in the Chapter 3, the materials for the table and
the artefacts were chosen to minimise the amount of metal placed in the radio
field of the antenna.

Another potential restriction is the use of artefacts containing electronics.
This is because electromagnetic fields induce currents in wires. Placing an
electronic circuit in a radio field may cause it to malfunction. Although some
consumer electronics goods are insulated and shielded against this kind of in-
terference, it is recommended to err on the side of caution. This problem was
experienced first hand, a TV remote control used as a RFID-tagged artefact
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was rendered inoperable after prolonged use in Habitat.
In practise it was found that the ergonomic features about the artefacts

were particularly important; the ease of grasping, manipulating and otherwise
handling the objects during interactions. In an early prototype, one of the
artefacts was an old concert ticket. In use the ticket, which took the form of
a thin piece of paper was very difficult to pick up. Users often resorted to
sliding it off the table. Occasionally, in between interactions the ticket would
be blown off the table by a draft or a person brushing past the table. It was
decided to opt for more robust, solid and graspable items of a certain weight
such as a coffee mug when selecting the artefacts in the final prototype.

Aside from the physical representation, the logical role of the of the arte-
facts were also considered. The primary purpose of the artefacts was to com-
municate that a user was undertaking a certain activity, such as eating. Also
considered were using certain artefacts to act as mementoes or keepsakes.
People often collect objects to remind them of memorable events or their
loved ones. Examples of such objects could be the aforementioned concert
ticket or a family photograph. The role of a keepsake artefact could be used
to convey that one partner is thinking about the other partner or other fond
memory. It was thought that this may lead to sharing feelings of closeness
and intimacy. Another role for objects that could have been explored was
‘quick message’ artefacts. These would be used to convey a simple note such
as ‘call me now’. Feedback received during later stages of prototyping sug-
gested that a larger set of objects would have been better. To simplify early
testing, only five objects had been incorporated into the system. For the final
prototype deployed at the E-Culture Fair twenty objects were used, increasing
the choice and variety.

5.1.2 The Installation

The artefacts are the main actors of the Habitat interface, but they rely on
the rest of the installation to provide a context and stage for the interaction.
The development of the prototypes moved from a trestle table mock-up to a
matching pair of tables with integrated antennas.
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The furniture used in the lab installation was standalone and did not have
to ‘compete’ aesthetically with any other furnishings, as would be the case in
a real home. A choice was made make the furniture as clean, plain and simple
as possible, without sacrificing quality. Using tables that appeared shoddy
or cheap would detract from the impression given by Habitat. The aesthetic
of being ordinary and utilitarian, rather than extravagant would add to the
impression that these were unmodified tables, just like any other piece of
furniture in the home. By selecting a neutral design there is a greater chance
that the tables could be easily incorporated into any household. Of course
taste is a subjective matter. Choosing simple furniture helped to make our
deployments more portable and quick to assemble. It was decided to use the
exact same tables to form a pair, rather than using different sizes, form factors
and tabletop shapes to reduce complexity of the development.

In terms of suitability for video projection, the tables procured for the
installations performed well. The frosted glass tabletops were semi-opaque
with a matt underside that helped the glass reflect some of the light back to
create a bright clear image. Due to the flat-pack assembly nature of the tables,
the tabletop was easily removed. It could have been possible to substitute the
supplied frosted glass tabletop with one of a different material. The tabletop
had to be fairly thin to allow the artefacts to be read easily. Metal could not be
used, as it would shield the antenna’s radio field. Using completely translu-
cent glass would cause the image to shine right through the table, rendering
the visualisation invisible. In this case the antenna mounted underneath the
tabletop would be clearly visible. Using mirrored glass would have reflected
the image right back to the projector and also made the visualisation invisi-
ble. A thin table-top made out of plastic or wood may have been suitable to
hide the antenna. This option was not explored as it was thought that a dull
matt surface would absorb too much light making the visualisations appear
too dim.

The opacity of the frosted glass tabletop caused a problem in the third
phase of prototyping, where the antenna casing became visible through the
tabletop. The mounting of the antennae up until that point had been tem-
porarily fixed to the underside of the tables with gaffer tape. The intensity
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of the light from the projector shining down onto the semi-opaque glass re-
sulted in the thick black casing of the antenna mounted underneath to be vis-
ible through the tabletop. The issue had gone unnoticed during the previous
phases, since there was only one station that was able to display the remote
visualisations and only one tag-reader. The non-visualising table had the an-
tenna integrated inside it, and the projector over was kept switched off since it
was not visualising anything. The problem was somewhat reduced by putting
both the projectors into ‘economy mode’, where the intensity of the light is
reduced to extend lamp life. Although the antenna frames were still visible,
it was decided that this should be the default mode for the projectors since
the reduced glare on the glass surface of the table made the visualisation less
demanding on the eye.

The display technology used for Habitat was overhead video projection.
The disadvantage to this arrangement is that a user can occlude the visuali-
sation when standing over the table. Rear projection was not an option since
a silhouette of the antenna mounted underneath the tabletop would be visi-
ble. There are other display technologies, such as LCD or plasma flat panel
displays that could have been used to form the actual tabletop itself. Again
having dense electronics in the field of the antenna would cause some prob-
lems.

5.2 Digital Representation

The digital representation in Habitat is the visual display of graphical infor-
mation on the table surface. This form of representation by its very nature
is the intangible, non-graspable element of a tangible interface. Each person
views the digital representation of their remote partner’s activities. This infor-
mation is conveyed as a visualisation, compositing and animating a specific
image to portray a specific activity, such as an image of a book to denote
reading. The design ethics behind the visual aspects of Habitat are tensions
between aesthetics, functionality and legibility.
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5.2.1 Image Style

The images used to represent the remote activities underwent a number of
changes through the early stages of prototyping. The main requirements for
the images centred on comprehension and legibility. Designing the images to
maximise these two qualities was a significant challenge.

Initially little effort was made to couple the digital representation to the
physical representation, the images to the artefacts. The first prototype linked
a coffee mug object to an image of a coffee mug found from the Internet.
The image only bore a passing resemblance to the real object (they were both
green). As further objects were added to the prototype, it became more dif-
ficult to find suitable images for use. Some experimentation was done by
attaching images from a personal photo archive to objects. For example the
dinner plate was linked to an image of people sitting around a table. This type
of image received a lot of negative feedback during testing, the majority of
people commenting that the relevance of some of the photographs used was
difficult to understand or too vague. It was obvious that specific, unambiguous
images were required for each artefact.

The form that these images should take was carefully considered. A bal-
ance between abstract and concrete representations was needed. A more ab-
stract symbolic representation would have been to use words instead of im-
ages. A quick experiment was done to test this scenario. Each time an object
was placed on the able, a text label would appear on the remote visualisa-
tion. This was rejected as a poor choice. Aesthetically it was unappealing.
Legibility was poor, the words were hard to read when looking at the table
from a distance. Reading upside down text from a skewed orientation was
even harder. Although words are generally less ambiguous than images, com-
prehension is not guaranteed. For instance non-English speakers and young
children may not be able to understand this type of visualisation.

The next form of image considered was iconic images, which capture the
visual characteristics of the artefact. Several simple icons were created and
deployed as visualisations. These icons fared well, being legible and compre-
hendible. Since graphic design was not a forte of the developers, the overall
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visual quality was low, the icons being bland and lacking realism. Symbolic
images that associated a seemingly arbitrary scene to an object had already
been examined. These types of image were open to interpretation and thought
to be useful for keepsake style objects that were to be used to invoke a shared
memory that the partners have for a certain event or situation. Performing
this interpretation may require more effort on the part of the user, compared
to when viewing a simple icon of a coffee mug. A low detail symbol maybe
too ambiguous for a casual user to understand whereas using a highly detailed
image of an activity being undertaken may be misinterpreted. For instance a
photograph of someone reading a newspaper in a laundrette could be inter-
preted as someone either reading a newspaper, doing their laundry or both.

In the end it was decided to take a middle ground and use concrete iconic
images of each specific artefact. The images were created by taking high-
resolution digital colour photographs of the artefacts. This created a realistic
image that was legible from a distance. The images were symbolic to a certain
extent by virtue of the fact that no activity was being visualised, just the image
of the object used in the activity. Users could interpret these images using
their own knowledge of their partners behaviour. For example, if it usual for
a partner to listen to music while studying, one may assume that an image of
a CD case on the table means that they are busy studying.

5.2.2 Image Placement

After the first stage of prototyping where a simple image respectively ap-
peared or disappeared on placing or removing a tagged object on the table, it
was obvious that a strategy was needed for determining where to place images
in the visualisation. Initially during an early version of visualisation, images
were placed in the centre of the display. A scheme where images were placed
in the centre was chosen since it allowed for greater clarity at a distance and
allowed the images to scale to a maximum size without being cropped by the
limits of the edges of the table. The main disadvantage of using a scheme of
central placement used here was that subsequent images occluded older im-
ages, in effect only allowing the visualisation of one activity at a time, and
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providing no historical record of previous activities.
For the first demonstration of the prototype, a scheme where a number of

fixed locations for image placement was used. The first image appeared in the
centre of the visualisation, with subsequent images appearing in each corner
of the display. This arrangement limited the number of objects to five, as the
location of each image was ‘hard-coded’ into the system. Feedback from the
demonstrator confirmed that using fixed locations for image placements was
a poor choice. This placement scheme limited scalability, the ability to visu-
alise more than five items concurrently. Also the predictability and repetition
of the locations for the visualisations may cause users to be bored. This last
point was subtle but important: a predictable and uninteresting visualisation
may greatly affect the ability of users to pay adequate attention to the aware-
ness information. If users find the display predictable, over time they may
become overly familiarised with the various fixed configurations of images.
This lack of visual interest may cause them to take longer to notice when new
information is presented. There is also a chance they may subconsciously not
see the visualisations; human perception tends to ignore static information.

It was concluded that a fixed image placement scheme needed to be re-
placed with a dynamic one. One idea explored was a scheme where the most
recent interaction would appear in the prominent central position, with the
previous interaction images shrinking to a smaller size and moving to the
edge of the table. To implement this image placement scheme would mean
that when a new interaction occurred, the display would have to be redrawn
with new positions for all the existing images. This idea was not followed up
for several reasons. Firstly it would be disconcerting for the user to observe
the images changing positions between glances, when the images suddenly
‘jumped’ to their new positions. Moving all the images to new locations each
time a new interaction occurred would interfere with the user’s ability to build
a mental model of what is ‘on’ the table in their short-term memory.

The solution used in the final version of the Habitat was to use random
placement for the images. Using built-in pseudo-random number generator
functions provided by the programming environment it was possible to cal-
culate dynamically a position for each new image when it was added to the
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visualisation. The calculation of the position of the image took into account
the boundaries of the display and the size of the image so that the image was
never placed too far out of view. As each image was placed randomly, the
monotony of a predictable display was avoided. Additionally the visualisation
could accommodate more images, since they were fixed to a pre-determined
grid. Naturally there was some overlap in the images as they appeared over
time, but a low probability of any two images being placed at the exact same
spot and occluding each other completely. A montage effect of images be-
ing placed close to each other or overlapping was easily achieved since the
images had a transparent background.

The Habitat installation at the E-culture fair proved problematic with re-
gard to the projected display. The projector could not be mounted low enough;
this resulted in a larger projected image than desired. The visualisations
spilled out of the area constrained by the tabletops. The system software was
amended to provide a fix; the image placement module was altered to place
images over a smaller area. This restricted the visualisation from appearing
off the display area.

5.2.3 Animations

Ideas for using animated visualisation had formed from the beginning of the
project, stemming from the concept of a ‘digital wake’, the desire to leave
behind a trace to denote past activity. A digital wake is similar to a physical
wake, for instance the water foam left in the ocean after the passing of a ship
— a hint that something had passed by earlier. Adapting this to the visuali-
sation of someone having a coffee break, it was proposed that on removing
the coffee mug, the image of the mug would be replaced with an image of a
coffee-ring stain. This idea seemed to make sense as physical coffee mugs
leave stains on a table so maybe a digital coffee mug should leave a mark too,
a pointer that someone had been there earlier. The ‘removal image’ acts as
the digital wake, giving the users a chance to reflect on past activity. At that
point, images appeared and disappeared in an instant, when artefacts were
added and removed from the remote table. Without a removal image being
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visualised it was possible that a user may miss their remote partner’s activity
altogether if they are not looking at the table while the activity is taking place.

An image of a coffee-ring was also found from an Internet search and in-
corporated into the prototype. When the coffee mug was removed from the
table, the mug image was replaced with an image of the coffee-ring stain.
The flipping between the two images was the most basic of animations. The
digital wake idea in this form fared badly with testers. The main reason cited
that only the coffee-mug had a removal image associated with it. The images
for the other artefacts did not leave a trace and just disappeared. This incon-
sistency was bad design. In reality the lack of removal images was not due
to an oversight, but due to the difficulty in determining an appropriate image
to show the cessation of each activity. In many cases such an image simply
did not exist. For many activities, such as watching television, an easily iden-
tifiable trace is not left behind. This limited the usefulness of using removal
images and another form of indicating the end of an activity. This result also
underlined the earlier finding that representing activities (or the end of an ac-
tivity) is problematic and it is better to represent the artefact used in an activity
instead.

In due course, three complex animated visualisations were developed to
denote activity information. Two of the visualisations were unsuccessful since
they did not clearly indicate points when changes of state occurred. The mo-
ment when the image begins to fade out or shrink was hard to perceive, since
these image properties were being used to indicate changes in remote activity,
the visualisation lacked clarity. In contrast the original animated visualisation
used a change of colour to indicate a removed artefact. The sudden change of
a large full colour image to a grey-scale image was a clear sign of a change in
state. Grey-scale was chosen to denote a ‘dead’ object.

5.2.4 Local User Feedback

A significant addition to Habitat was the concept of providing local feed-
back. This idea came during the final phase of development, after the key
visualisation behaviour had been implemented. The two tables used in the lab
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environment were in close proximity, a few metres apart, within visual range
of one another. When interacting with one table it was possible to see the
visualisation appearing on the remote table easily in the periphery of vision.
It became natural to look at the remote table when interacting with the local
table. This was because all the visual ‘action’ was happening at the remote
table.

During routine building maintenance at the lab, one of the tables was
moved away from its regular position to the another part of the lab floor -
so it was no longer with in eye-fall of the other table. This of course would be
the case in a real world deployment where the tables would exist in separate
households. With the tables now placed in this new configuration both tables
were no longer in line of sight of each other. So in order to see if the system
was working during a demonstration, it was required to step away from the
original table and look over to another side of the lab. It became startlingly
obvious that users living with a Habitat system may have no idea whether the
system was actually working. This situation could arise from the fact that the
remote user may not place any objects on their table, hence the local table
would appear ‘blank’. The local user may inadvertently forget that the fur-
niture was ‘live’ and sending messages over the network, broadcasting their
activities to a remote location, as placing objects on the table would not result
in any direct feedback to the user. This notion of being unaware of transmit-
ting information about personal activities in itself has a number of privacy
issues that could detract from the use and adoption of Habitat in everyday
use.

Two rough versions of local feedback visualisation were experimented
with: the ‘flash’ and ‘radar sweep’. A detailed description of these animations
is provided in the previous chapter. The overall effect of the flash animation
was far too distracting. The radar sweep animation did not look realistic and
was deemed slightly unsettling during informal tests. In the flash and radar
case the same effect was repeated for each interaction, whether adding or
removing an object, it was felt that the system was conveying a the same
feedback for two different actions. The feedback a user receives should be
messages of reinforcement, confirming the system has understood the user’s
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actions.
The local feedback visualisation selected for the final prototype was the

‘falling-floating’ animation. The effect of animation in use is particularly
satisfying — when the user places the object over the table to put it down, the
object identification subsystem detects it 15 centimetres or so before it hits
the table surface. This means that visualisation of the object falling down is
in time with the user’s hand movement of putting the object down. If the user
places the object in the centre of the table, the outline of the projected image
in the visualisation will eventually cover the outline of the real object, and it
appears that the projected image is falling into the object itself.

On removing the object, a grey-scale image of the specific object appears
at full opacity in the centre of the display. This image quickly scales up from
nothing to a large size (so that its edges no longer fit on the display), whilst
reducing in opacity to nothing. The composite effect is one of the image
floating up and out of the plane of the tabletop. Again this rising up of the
visualised image is to some degree in keeping with the physical movement of
the user’s hand. The use of colour in the local feedback visualisation is con-
sistent with the use of colour in the remote visualisation — grey for removed
objects, colour for added objects. This consistency reinforces the entire in-
teraction metaphor for Habitat and aids the user’s understanding of what is
going on.

The shortcomings of the two earlier feedback systems were identified. It
was felt the that the ’falling-floating’ visualisation was less distracting and
remained appealing over time compared to the two other animations. Also,
being able to differentiate and reinforce the messages pertaining to which
specific object was being manipulated (by using its image) and whether it
was being added or removed (colour versus grey-scale) reduced ambiguity
and was genuinely useful.

5.3 System Architecture

The system architecture element deals with the software and hardware ele-
ments of Habitat and embodies a model for the logical state of the system. At

86



a basic level, the model maps input from the physical representations to output
in the digital representations. The underlying system architecture, in terms of
the organisation and design of the software changed many times during the
prototype. This section chronicles some of the key tasks.

5.3.1 Speed Optimisations

The rapid prototyping style of developing Habitat meant that the system soft-
ware was created incrementally. Often several different versions of the soft-
ware were being developed during a prototyping stage in order to explore and
test new ideas. During demonstrations, different versions of the code could
be used. Previously frozen stable versions of software could be then used for
important events with external visitors.

This allowed the development of many aspects of the system to be done
in parallel, without hindering other aspects of the software. Eventually to-
wards the end of development the code fragments needed to be consolidated
to merge all the functionality into one single program. Although the system
worked logically a problem was immediately noticed. Every few moments the
system would freeze. The root of this problem was the code dealing with the
tag-reading hardware. The tag-reader requires a certain fixed period of time
before it is ready to communicate with the computer. Since the computer
operates at very high speed compared to the much slower tag reader, it is nec-
essary to tell the computer to wait for this time before it polls the tag-reader
again for data. An instruction in the system software pauses the execution
and waits for the tag reader to be ready again. Since all the code was inte-
grated into the main program loop, the tag-reading code causes the graphics
animation code to pause too, causing the freeze. The obvious solution was
to separate the ’slow’ tag reader code from the ’fast’ graphics code into two
separate programs that could be run simultaneously. This introduced an ad-
ditional layer of complexity as the two programs must be run independently
of each other but must pass messages between each other to co-ordinate their
activities. Introducing these changes rectified the freezing problem.

Another efficiency was achieved by optimising the software routines that
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interface with the tag-readers. The tag-reading hardware has a fixed frequency
in read operations, i.e. how quickly it can detect and identify which objects
have been added or removed. The manufacturer recommends a minimum
delay of 12 milliseconds between consecutive read operations. Sending con-
secutive read operations to the tag reader without waiting for this period will
result in a ’time-out’ error, early versions of the software performed read oper-
ations at every 500 milliseconds. After speed improvements were achieved by
separating the tag-reading code and visualisation code into two programs, the
delay in the tag reading was more noticeable. For instance if an interaction oc-
curred just after the tag-reader had been polled with an inventory command,
it would be another half a second before any effect/visualisation was seen.
This is a very long time in terms of interaction design, where the aim is to
make systems as responsive as possible. To counter this unsatisfactory effect
the ’sleep’ value, stored as a simple scalar constant in the code, was adjusted
to 15 milliseconds. The effect on the system was to make it sleep for shorter
periods and thus perform read commands more often, detecting objects more
quickly. This solved the time lag issue and made the system feel greatly more
responsive.

5.3.2 Selecting a Networking Protocol

Designing and developing efficient networking code was a key requirement.
One problem that was revealed during the testing was that messages some-
times arrived at the server in the wrong order, causing the incorrect visualisa-
tion images on the remote side. The choice of communications protocols for
the network code were between the two well-established Internet protocols,
UDP (user datagram protocol) and TCP (transmission control protocol). The
use of Internet protocols were chosen because they were robust, well estab-
lished and the aim was to carry out real-world deployments.

TCP is analogous to a telephone conversation, where one party must set
up a call and both must hang up afterwards. UDP is similar to postal mail,
where a sender can send messages without having to set up a connection in
advance. At first it was decided to go with UDP for the message-passing
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code due to its simplicity, low-overheads and speed when compared with TCP.
However, occasional traffic congestion on the local network was responsible
for the untimely delivery of some UDP packets that in turn was causing the
erroneous behaviour. TCP automatically maintains sequence, therefore would
eliminate this problem. Also, the speed penalty in setting up connections for
TCP would be negligible for the small amounts of data being sent between
our nodes on a local area network. Rewriting the network code to use TCP
solved the problem with no noticeable reduction in performance.

5.3.3 Message Passing algorithm

Another flaw exposed during testing was that the performance of the system
was rather sluggish compared to the prototype from the previous phase. The
root cause of this performance issue was due to a poorly designed message-
passing algorithm. The early versions of message passing software caused
each node to continually send messages detailing all the objects currently on
that table to the other node. This was causing ‘flooding’, a situation where an
excessive volume of messages are transmitted, overloading the ability of the
system to process the messages. The problem manifested itself as a notice-
able lag between adding or removing an object and the remote visualisation
reflecting the change.

The message-passing algorithm was completely overhauled. The new so-
lution was more intelligent with its use of bandwidth, by only sending mes-
sages when an interaction occurred. The content of the message also changed,
the system now only sent a list of items that had been added and removed
since the last message. Each RFID tag has a unique identity, represented as
a 20-digit hexadecimal number. This hexadecimal number is transmitted as
a string over the network, each artefact requires 160 bits. Since the number
of artefacts added or removed varies during use, the length of the messages
are multiples of 160 bits. This is an extremely low bandwidth requirement
for modern computer networks. These efficiencies allowed messages to be
processed in much more timely manner, resulting in more responsive visuali-
sations and much less bandwidth to be consumed.

89



5.3.4 Stuttering Visualisations

As discussed earlier, the system software maintained a logical model of all the
interactions happening at each table. A dynamic structure is kept to maintain
a historical record of each interaction. Each record of an interaction contains
further structures and lists of information the artefacts RFID serial number,
the time it was added and so on. This data is used to calculate values for
animations such as opacity and scale. An oversight was made in selecting
the format to encode time values, as the programming environment specified
only integer values for system time values. When the software to animate
the images was developed to use the encoded data structures for each interac-
tion, instead of smooth animations it was found that the effects were stuttered.
Eventually the fault was traced to the integer value of time used being fed to
the graphics code. A change in the encoding format to store relative time
intervals as real numbers eliminated the problems and restored smoothly ani-
mated visualisations.

5.4 Balancing Attention and Distraction

It is now pertinent to discuss some of the issues about awareness systems.
The area of evaluating the effectiveness of ambient awareness systems has
been neglected by researchers to date. This may be due to the complexity in
evaluating human faculties of perception, awareness, distraction, foreground
and background attention. The internal mechanisms of the mind regarding
processing of multiple tasks and information feeds are not well understood.

In terms of the environment created by the Habitat installation, there are
a range of foreground and background attentive states that can be supported.
For example, a background and foreground can said to exist within the user’s
living space, in the vicinity of the Habitat installation. The scope of the fore-
ground is around whatever task the user happens to be undertaking at the
time. The background can be said to be the items not directly involved with
his task and at the periphery of attention. For instance walls, paintings, furni-
ture and fixtures. The visualisations of the remote activities therefore occur in
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the background of the user’s attention. Since the visualisations change slowly,
there is little chance of the user being visually distracted and interrupting his
main task. At any point the user may glance at the Habitat installation to shift
his attention of the visualisations to the foreground. This is much like how
one may look at a wall clock to see what time it is.

What if Habitat wanted to draw attention to the remote user? At what
point would this become distracting? For instance in the first context of the
visualisations, the functionality could be altered so that when an artefact is
added or removed the local user and the remote user receive the same fore-
ground visualisation. In practice this may be the wrong thing to do. Consider
the case where the two users are both at their tables and both about to place an
item on the table. Playing the local feedback visualisation at both sides simul-
taneously would be confusing. Consider the situation where the remote user
is in the second context, where the furniture is in the periphery of awareness.
The local feedback visualisation is fairly ‘lively’ in its animation. This is fine
for the user placing an object on the table, since for him the task is already
demanding the foreground of his attention and the feedback visualisation is
for reinforcement.

It may be that the actual equilibrium point of attention and distraction
varies upon individual users and their circumstances at any given time. Fac-
tors such as temperament and mood may also take toll on how quickly the
system can gain the user’s attention or create distraction. Everyone’s percep-
tion will be different and eventually some habituation to the visualisation will
occur. The experience and feedback from developing and deploying Habitat

has shown a number of noteworthy features in this regard.
Foreground visualisations that are fired when the user is directly interact-

ing or looking at the visualisation can afford to be fast moving and rapidly
changing. Such dynamism adds to the notion that the system is highly re-
sponsive and interactive. The local feedback interaction is an example of this
case. The depth aspect of the visualisations are particularly important during
the local feedback graphics, displayed when an artefact is added or removed
from the table. The animations occur on the front-most layer, with the existing
images denoting the activities of the remote partner are still visible toward the
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rear. The image of the artefact travelling in or out of the table visually mim-
ics the user’s movement of the artefact. By keeping the remote activities still
visible in the back of the visualisation the user has the opportunity to not only
process the local interaction but simultaneously perceive the remote activities.
The user has the opportunity to reflect on his immediate activity in the context
of the remote users activities.

The appearance or disappearance of an image also rated highly in grab-
bing users’ attention. The properties of images themselves were also manip-
ulated to have an impact on attention. The use of highly saturated, bright, full
colour images at a large scale aided recognition and comprehension at a dis-
tance. Using high-resolution photographic images, with crisp edges make the
visualisations easy to resolve. The change from colour to greyscale was easy
to perceive instantly by the users. For background awareness the idea was not
to distract but to draw the minimum of attention, whilst maintaining the im-
pression that remote activity was ongoing. Using slow moving visualisations,
images that gradually scaled up or faded away gentle non-distracting effects
were created. The background of the visualisation is kept neutral, avoiding
lines or textures. This creates empty space for the eyes to rest on which is
known to be an important aspect of graphic design. In summary, foreground
attention is optimised by fast moving, sharp colour images; background dis-
traction is avoided by slow moving, muted images.

Many real world systems are multi-modal by their nature. Would adding
other modes, such as sound be worthwhile to Habitat? Sound is often added
to computer interfaces since it provides a good medium for feedback. If it
were to be added then careful attention would have to be paid to how it would
be incorporated into the system. The key point would be to add it in a har-
monious fashion to the existing visualisation rather than impose distraction or
annoyance to the user.

The installation thus far has been designed with a strong tilt towards clean
and appealing aesthetics, hiding as much of the raw technology as possible.
Too many sounds in the user’s environment may become too distracting. Too
few and the user may not notice the installation at all. Some intelligence
could be used to make better use of sound. For instance a natural as possible
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sound should be chosen. The glass tabletops already provide for a satisfying
‘clunk’ sound when objects are put on the table — another form of local
feedback. Synthesising this sound for the remote user would be much more
desirable than using a standard computerised ’beep’ sound. Since the real
life table only makes a ‘clunk’ sound when items are added, it may be better
to reinforce this metaphor by only playing the ‘clunk’ when adding items. It
should also be noted that when removing the physical artefacts from the table,
no sound is made; therefore there is a case for no sound to be made for the
virtual artefacts. The table lacks support for volume controls such as dials
and knobs. A clever solution may be to monitor background noise levels in
the environment and adjust the volume of the ‘clunk’ accordingly. Since the
sound will become imprinted in the user’s minds causing them to look at the
installation on hearing it, good time synchronisation between the changing
graphics and the audio ‘clunk’ should be ensured.

5.5 Summary

This chapter has presented a detailed discussion and review of the elements
and core characteristics of Habitat. The changes and improvements to the sys-
tem suggested during development, testing and deployment are analysed with
regard to their impact when integrated into the final prototype. The chapter
ends with a high-level discussion of attention and distraction, an issue which
if of importance to ambient awareness systems.
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Chapter 6

Conclusions

6.1 Assessment of Contributions

The main purpose of this research has been to investigate the potential of us-
ing everyday household furniture as a medium for conveying awareness. The
broader goal has been to develop an understanding the implicit communica-
tion patterns between people in long-distance relationships.

To this extent, Habitat, a system for providing awareness over a distance
was built. In creating the system a number of areas of understanding the
problem were developed. Firstly, a method to detect objects (and thus infer
user activities) was developed as the basis of the interaction with the system.
Secondly, a means of encoding and transmitting user activity information be-
tween networked nodes was developed. Finally, a number of techniques in
visualising these interactions were developed to convey awareness of the re-
mote partner. The findings discussed in the previous chapters support this
hypothesis that the physical elements of a person’s living space can be en-
abled to support awareness applications.

6.1.1 Review of Thesis Objectives

As previously discussed at the end of the chapter two, three objectives were
extracted from the survey of earlier works. These points are reviewed in turn
to ascertain the extent to which they have been met by Habitat.
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1. Create a bidirectional, reciprocal communication platform.

The defining characteristic of long-distance relationships is that people
are separated by distance. This separation is generally spatial distance
but may also contain an element of temporal distance. The solution
developed is competent at bridging spatial distance since it supports a
fundamental construct in human communication — presence. Each sta-
tion is a carbon copy of the other, therefore encouraging reciprocal ac-
tion. The system supports independent, simultaneous and bidirectional
communication between each station. As a platform for communication
this objective has been fulfilled. It was envisioned that with time users
may employ their own symbolic language of sorts, assigning various
meanings to the different activity visualisations of one another.

2. Allow users to retain manual control of their participation and pri-
vacy, but don’t let the system get in the way.

The objective was to design and build a system that provided a simple,
intuitive common interface that would not impede the partner’s daily
activities. Using furniture as an interface is a novel idea and frees the
user from interacting with a computer in the conventional sense. Using
physical artefacts that people would use in their day-to-day activities
to interact with the system allows for a very natural interaction. Since
these objects would normally be placed on a table anyway, the interac-
tion metaphor is simple and requires no learning. Local feedback re-
inforces the interaction and awareness of communication taking place.
The actual ability of the furniture to be used as a table is not changed
in any way. The privacy aspect is one that any ubiquitous computing
technology that is integrated into people’s daily lives should respect.
The system does not transmit any information if the user chooses not
to interact with it. The interaction is explicitly orchestrated by manual
action and feedback is given when communication occurs. No personal
information is transmitted over the network. The activity information
transmitted is not in a directly human comprehensible form, therefore
of no value to a potential eavesdropper.
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3. Aim to minimise computation complexity and bandwidth costs.

The activity information transmitted between nodes takes the form of
short lists of identifiers. These identifiers specify which, if any, arte-
facts have been added or removed from the table. When no user inter-
action is taking place no information is transmitted. This strategy of
only transmitting when necessary and only sending tokenised informa-
tion greatly reduces the amount of network bandwidth required by the
system. Sending live audio and video data across a network link, as
with some other awareness systems, is orders of magnitude greater than
Habitat. With regards to computation complexity, the load placed on
each host computer is very low. The simple graphical manipulations of
two-dimensional images as used in Habitat is performed with ease di-
rectly in the video hardware in each computer. This is far less complex
than other awareness systems that may be required to extract, decode,
segment or otherwise deal with video or audio streams in real-time.

The outcome of the work on a whole has been a success with respect to
the above objectives. The results of capturing and conveying local actions to a
remote viewer are in-line with the majority of previous research into ambient
media systems. The findings from the research are limited to a certain degree
by the lack of a formal evaluation. Although the system was installed and
tested by a wide variety of people both inside and outside of a laboratory, no
long-term trial was conducted with real-life couples.

6.2 Implications of the Work

6.2.1 Practical Applications

Referring back to the scenarios developed in the introduction chapter, there
seems some potential that the use of a system such as Habitat could have an
immediate positive effect on the quality of their lives. In the first scenario,
Mark the student living overseas was having problems keeping in touch with
his mother. Habitat would provide a simple means of conveying presence and
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activity information over a distance. This would provide the much-needed
reassurance to his mother and also provide some indication of when they are
at home and there available to talk on the telephone. The time difference
between the two countries may not be such a big problem since they do not
have a desire to synchronise each other’s activities.

In the second scenario, David who works from home has developed the
tendency to distract Tania at work. Since the use of Habitat does not exclude
the use of other communication technologies, the problem may remain. There
is a chance that given an alternative outlet to feel connected, David can be
motivated not to interrupt his partner. Also Tania who previously tended to
stay at work late may choose to come home a regular time as the richer sense
of awareness provided by Habitat gives her the impression of being at home
with David.

John, the oil-rig worker in the third scenario would be an ideal test candi-
date for Habitat because of the remote isolation of his environment away from
home. The specific and natural interface would be particularly effective for
people lacking confidence with computers and robust enough for the young
child in the family to use to interact with her father. The low-bandwidth as-
pect of the system would be attractive in a situation where communication is
limited.

6.2.2 General Recommendations

Several recommendations can be extracted from the realisation of the Habitat

concept that can apply to awareness applications as a whole.

Keeping an Open Channel

Awareness applications have the scope to provide users with continuity in
connectedness, a benefit that is derived from devices, networks and systems
that are designed to be always on, always connected and always utilised. This
paradigm was introduced with early Media Spaces work that provided open
links between people in their office spaces. This is in contrast to the tradi-
tional telephony approach, where calls are only made when needed. This us-
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age model arose out of a necessity of reducing costs and keeping the network
lightly loaded. These issues no longer apply to modern computer networks.
Habitat has low bandwidth requirements as it transmits short, encoded lists of
object identifiers only when an user interaction occurs. The data transmission
is not being sent in a constant stream but ‘dribbled’, that is a small amount
of data is transmitted at irregular intervals. The connection to the remote
node needs to be readily available. On a residential broadband network this
presents no challenge since the nature of such a connection is like any other
piped utility, always on and connected. The system would also be functional
with a dial-up connection, but there were would a significant latency overhead
in establishing the connection, transmitting the data and then clearing the call
each time an interaction occurs. This would greatly detract from the under-
lying immediacy of knowing that the remote partner is interacting in a nearly
real-time manner.

Create Appliances that Minimise Changes In User Behaviour.

This recommendation deals with the characteristics of the interface that the
user is presented with. Rather than providing the user with a general pur-
pose or ambiguous interface it is much better to provide a specific interaction
metaphor using a specialised interface. Appliances are generally intuitive and
require no special training to use. Appliances are generally designed to do
one thing well, rather than a plethora of functions poorly. Habitat goes a long
way toward this aim as it is a self contained unit that enables interaction us-
ing a well defined manner. Most people do not consider furniture to be an
appliance, rather more as a regular fixture in the landscape of a home. This
often leads to the majority of functional furniture becoming invisible in-terms
interfering with everyday life in the home. By enhancing and extending fur-
niture in the manner Habitat requires, whilst not interfering with its original
purpose, a balance has to be maintained to not to greatly affect a change in the
user’s behaviour. For example, it would be discouraging to create an aware-
ness appliance out of a chair that relied on projecting graphics on its seat —
since these graphics could not be seen by the user when sitting on the chair.
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It should be noted that Habitat does give cause for slight changes in be-
haviour. For instance, hovering directly over a table at certain angles can
occlude the overhead projection and therefore block a part of the remote ac-
tivity visualisation. Repeated adding and removing of objects, as occurs when
drinking coffee, will result in the triggering of the local feedback visualisa-
tion. In addition, when a remote activity causes a visualisation on the ta-
ble, the partner may feel compelled to put newly placed objects around those
graphics or move existing ones so as not to overlap with the visualisation.
For the vast majority of users these issues are probably not too distracting
or unsettling. The task of developing a new system that is incorporated into
everyday life that has zero impact on its users would defeat the objective of
obtaining awareness.

Non-Distracting Awareness

In line with ambient media or calm technologies, it is recommended that
awareness systems be designed with a minimum of visual or auditory dis-
traction. Awareness is generally a low cognitive load process and any techno-
logical solution should maintain this.

Creating such systems to be ‘non-distracting’ is a subtle art, relying on
expertise in many areas such as human perception, graphic design, animation
and techniques for visualisation of qualitative information. A range of chan-
nels or senses can be engaged, either in combination or separately i.e. sound,
touch, smell, heat etc. as well as the mainly visual medium that is employed
by Habitat. The challenge lies within assessing the level of distraction. The
system needs to alert users to new information to the user, perceived in a
‘gentle’ manner — but not so subtly that they might not notice it at all. It
is also interesting to understand the balance of how information is consumed
by users in the foreground of their attention and how that same information
moves to the background of the overall awareness.

Awareness systems in general may benefit from a ‘digital-wake’ effect -
where a trace or echo is left behind to convey an event that happened in re-
cent history. This history element allows for a graceful fading transition from
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the actual activity adding to the non-distraction principle and also provides
a means for the user to reflect back on the awareness information and infer
general trends and rhythms.

Privacy

Privacy is an important consideration for all ubiquitous computing technolo-
gies. The potential for misuse of personal information could be a big concern
for some users. There are several levels of privacy to be considered. On a sys-
tem level it could be very undesirable for information on a user’s behaviour
to fall into the wrong hands. For instance, a party eavesdropping the com-
munications from one of the tables could tell if there has been no activity for
sometime, indicating that the person may not be at home. On a personal level,
an individual may occasionally wish not to participate with the system.

The concept demonstrator developed does not protect privacy at a system
level using robust techniques such as encryption, all information is sent in
clear-text over the local network or the Internet. The issue was not dealt with
during the prototyping as it was felt this type of protection of the data stream
could be incorporated at a later date if was felt necessary. At the time, it
was thought that the activity information would be of little interest to anyone
outside of the relationship.

On the level of personal privacy, Habitat compares admirably against
some of the earlier ubiquitous computing work. The shortcomings of those
projects were based around issues of not providing users with satisfactory
means to control the flow of their personal information. Habitat on the other
hand has a number of tacit features that help to maintain user assurance of
privacy, by virtue of the design of the interaction method employed. These el-
ements help users maintain control of information about their activities. First
and foremost, the connection being made is only between two nodes, each of
which is a trusted party. Since the couple are already in a trusting relationship
and the connection is made between their private living spaces, the system
builds upon establish principles of trust and privacy in the home. The aware-
ness information being transmitted is symbolic in nature and only information
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about activities is being conveyed. This is an order of magnitude less intrusive
than a live audio/video link between two locations. Also the context of use of
the system is controlled as it relies on the use of an installation of furniture
in a fixed location. The scope for the communication device to fall into the
wrong hands is limited. Users always have the option of not participating with
the system by not placing tagged objects on the table.

Other issues regarding bad publicity surrounding auto-identification tech-
nologies such as RFID cannot be avoided. RFID technology has received
some bad press from those concerned about civil liberties, consumer rights
and the conspicuous tracking of people. The best policy would be to be up-
front with the users and tell them what technology is being used, how it works
and what information is being sent. Being clear and transparent would help
the users feel more comfortable with the technology and allow them to make
an informed choice. There is an element of hype surrounding any new tech-
nology which subsides with time once people have been giving the opportu-
nity to weigh up real-life issues around its use. Often bad publicity comes
from fear of new (ubiquitous) technologies.

Privacy should be a prime concern of awareness systems. Users should
be made aware of what information is being transmitted and when. These as-
pects should be thoroughly explained before any deployment and the use of a
feedback mechanism to show monitoring. The visualisation of the awareness
information should relate to this information to make things more transparent.
Users should have the option to opt out and not interact with an awareness
system as they choose.

Health and Safety Issues

The issue of health and safety of is an important consideration when develop-
ing appliances to be installed in the home. If a technology is deemed unsafe
then the possibility of any trials with the general public are impossible. In any
project, there is an element of risk that needs to be managed. In the case of
Habitat two areas can be highlighted for discussion.

Firstly, the physical aspects of the installation. The furniture needs to be
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assembled and fixed together properly and assessed with-in the users living
space to ensure a suitable location. Connecting wires need to be recessed to
mitigate the risk of a trip hazard. The projector needs to be fixed to the ceiling
with the correct mounting to reduce the risk of it falling. The glass table-
top may not be suitable for an environment with young children. Electrical
standards for power supplies to all equipment must be adhered to.

Secondly, the tag-reading system uses radio waves to detect the objects.
The equipment used by Habitat has an operating frequency of 13.56 MHz,
power of 4 W and a maximum read distance of 20 cm. In recent years there
has been much public concern with levels of electromagnetic radiation from
electronic goods - especially radiation from mobile phones and their masts.
The tag-readers used in Habitat confirm to international standards1 on safety
on field signal strength at distances from the antenna. These tag-reader sys-
tems have been certified not interfere with medical apparatus such as heart
pacemakers.

Suggested recommendations are that installations should consist of suit-
able materials for the environment that they are deployed in, with appropriate
care taken to fix sub-systems in place. Users should also be informed how
identification systems such as the tag-reader work. Any potential hazards
to health, however small, such as radiation from the antennas should be ex-
plained in simple and clear terms.

6.3 Future Work and Research

This section describes areas of further work that can be done to extend the
functionality of the concept demonstrator or develop the field of research.

6.3.1 Improving Visualisations

A number of enhancements can be made to the visualisations to make the
system more sophisticated. One area could be to introduce the idea of propor-

1IEEE C.95-1-1991, the standard for safety levels for human exposure to RF electromag-
netic fields.
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tional fading of the visualisations. For ease of development, the visualisation
being currently used fades all images over a fixed duration. For instance,
consider an example where a coffee mug has already been on the remote for
one hour when a book is placed alongside it. The mug is removed and a few
moments later the book is removed. The visualisation will show the both im-
ages fading away over a minute. The mug image, since it was removed first
will disappear for shortly before the book image, even though the mug was
‘active’ for an hour compared to a few seconds for the book.

It may be worthwhile to change the visualisation so that when an object
is removed from the table, the time it takes for it to fade away is proportional
to the duration of its time on the table. An object that had been on the table
for an hour would fade away more slowly than an object that was just placed
for one minute. The underlying information to achieve this effect is stored in
the Interaction List. There could be some limits put in place, so that there is a
minimum and maximum fade duration. The duration of fading would convey
extra element of information to the remote viewer, so they can have a deeper
understanding of their partner’s activities.

Currently the fading effect is linear and the objects opacity is reduced to
zero proportionally with time. One suggestion is to make the fading non-
linear so that on object removal, the image turns grey-scale and fades quickly
to some arbitrary amount and then the rest of the duration of the fade is much
slower. This functionality might make it easy for a user to spot that a change
has occurred than the previous linear fading system, where the visualisation
is obscured with images of previous objects.

Alternatively following the concept of keeping a daily history of the re-
mote activities, each image could be kept on the display for the duration of a
day. Fixed levels of opacity could be arranged on a continuum, so that new
activities are 100% opaque and the previous activities drop their opacity levels
to compensate. Using this method of visualisation, new items placed on the
table would appear brightest, older items would appear duller (in order of the
duration on the table). The concept could also be applied to removed objects,
so that the most recently removed objects would appear grey-scale but fully
opaque, whereas the objects that were removed the longest time ago would
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appear grey-scale but with reduced opacity.
Already described above is the random placement scheme for image visu-

alisations. There is always a possibility that over time an image object may
be placed over an existing image. There is also a chance that a new image
object may be placed sufficiently close to a previous image to occlude it dur-
ing its scale up period. A smarter algorithm for image placement could be
implemented, where the Interaction List is traversed to find out where exist-
ing images are already. Thus the algorithm would only place new images
in the blank spaces on the display. Further enhancements could make the
placements appear balanced so that the images make best use of the display
area. Attention must be paid so that the image placement remains random
since making it too predictable may reduce the users interest in viewing new
awareness information after prolonged use.

One may argue that an object that is static holds less meaning that items
that are used frequently. For instance, leaving a book on the table for a few
days may really just mean that it is being stored there, rather than the partner
actually reading continuously during that period. A better inference engine
could be developed to capture the users’ activities.

6.3.2 Improving Object Detection

The size and power required by tag-reading systems can vary a great deal
and are usually designed with specific applications in mind. A standard gate
antenna with a specific read range and field of operation was incorporated
into each table. Although this worked satisfactorily for Habitat, a custom
engineered antenna may be have been better suited to give coverage over the
whole table surface and improve overall reliability in object detection.

The antenna used was a lot smaller than the table surface; this meant that
objects placed on the edge of the table were not always read. Due to the nature
of this antenna and the power and frequency of the radio field used by the
tag-reading system, the read range extended to approximately 15 centimetres
above the surface of the table. The system would detect the object before it
touched the table, or if an object was swept over the surface of the table. One
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could argue that an object is not on the table until actually touches the surface
of the table. In reality the point the tag is detected matters (or the sweeping
over the table situation is something that would occur very often in real life).
As described earlier in the local feedback section, the object being detected
coming into ‘land’ is desirable. The situation to the contrary when an object
is removed is not so ideal, as the object has to be lifted clear of the read range
before it is registered as being off the table. But as stated these points are moot
as from observations during various deployments it was noted that people do
not generally pause when adding or removing objects.

There are a number of methods to remedy this situation in the future.
Firstly, to address the ‘shape’ of the field and provide the ability to read ob-
jects to the edge of the table, a custom antenna could be built. The manufac-
turer provides instructions on how both build the antenna and then tune it to
work with the ISO-standard tags. The antenna requires a few basic compo-
nents such as resistors and capacitors; the body of the antenna can either be
constructed out of copper tape or tube (similar to copper pipes used in plumb-
ing). An antenna meter is also required in the final tuning of the system. For
our installation the antenna could be virtually invisible. The best approach
would be to lift off the glass tabletop and use copper tape around the table
rim (that the table top rests on) to form the body of the antenna. This would
ideally provide a read area of the whole surface of the table.

In reality it may be better to bond the copper tape to a thin but relatively
stiff square piece of sticky backed plastic. The plastic could either be transpar-
ent or a white, as this would enhance the characteristics the projection surface
and it would be need to be stiff enough to hold the shape of the antenna. This
would create a flat mat like antenna that could be wedged in between the ta-
ble rim and tabletop. This solution would allow the antenna to be quickly
removed or replaced in case of moving the installation or a fault with the
antenna.

The issue of the read range is related to power, which in turn is related
to the size and frequency of the receiver used by the tag reading system. By
reducing the power output by the tag-reading system it would be possible to
reduce the read range so that objects have to either come very close to the table
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surface or actually touch it. In practice this is somewhat difficult to achieve
accurately. External factors such as other radio signals, metal infrastructure
in the build, people, pets etc. interfere with radio fields, hence altering the
read characteristics. Having more power allows the radio waves to penetrate
further and allows us to read objects that are stacked on top of each other (like
cups, saucers and plates) or items that are denser more reliably.

If the prime concern is to be absolutely sure exactly when an object was
added or removed from the table then there are many possible solutions. For
example, the RFID tag reading system could be augmented with another de-
tection system based on contact switches or weight sensing. The reliability
of tag-reader systems are high, they have been left running for weeks without
any errors occurring. Occasionally the tag reader sometimes stops responding
or tag reading times out. These glitches can be resolved by cycling the power
of the tag-reader. The tag-reader interface software developed for Habitat al-
lows a brief period of disconnection where this can be done without having to
restart the main system software.

6.3.3 Exploring New Techniques and Technologies

There are significant opportunities for the results and ideas developed from
awareness research to be an integral part of the next generation of commu-
nications systems. Current trends point to a future where a computation is
cheap, bandwidth is plentiful and a population that is increasingly social and
diverse in their communications needs. The use of ambient awareness devices
and systems could reduce complexity and increase choice for the users. The
general theme of awareness systems to fill the underlying and deep-seated
needs of humans for communication and contact. Future research could fol-
low a number of threads in the categories of capturing and conveying aware-
ness information.

In line with work undertaken in Habitat, the recommendation is to capture
and convey information in a unobtrusive manner as possible. A living space
consists of many elements such as architecture, furniture, ornaments, keep-
sakes, art, appliances and lighting. Extending the work from tables, devices
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such as chairs, wall clocks, lamps and so on working in concert to provide an
‘umbrella’ of awareness in the home.

It would be worthwhile to investigate how such elements used for sensing
and awareness around the home could enable and drive new applications. The
field of ‘telecare’ aims to advance understanding of remote health monitoring
and providing care and support to the elderly and infirm. Partnerships between
universities, local governments and corporate research laboratories (notably
BT and Intel) in this area have gained much ground in recent years.

Novel methods in conveying awareness are another area for future devel-
opment. The majority of awareness systems in the past have concentrated on
human perception in a single domain such as vision or sound. Interfaces that
are multi-modal, engaging a number of senses in combination, are another
area where much more research could be done. The use of touch, smell and
even taste has been largely neglected so far and may provide a wealth of new
and subtle interaction paradigms.

Research into the field of affective computing, using computers to mea-
sure external expressions of emotion could be extended to provide awareness
to remote partners. Researchers in the affective field use the notion of ‘virtual
sensors’ to measure human attributes such as stress or happiness. These vir-
tual sensors are created through the fusion of several ‘real sensors’ that detect
changes well-known biofeedback loops such as galvanic skin response, pupil
dilation and heart-rate variability.

The fields of psychobiology also show evidence for biorhythms - a num-
ber of internal mechanisms that respond to changes in external factors in the
environment including the presence and behaviour of other people. Investi-
gation into technologies for mapping of these internal expressions and their
impact on relationships and communication would be a hitherto uncharted
territory of human connectedness.

6.3.4 In-depth User Studies

A number of questions have been raised during the development of Habitat:

• Does awareness of a remote partner improve the quality of a relation-
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ship? If the quality of a relationship can be said to consist of factors
such as intimacy and reassurance, does having remote awareness help
build or maintain these qualities? Does this reduce the loneliness and
separation anxiety of the partners in being apart from one another? Can
remote partners discover and understand rhythms, routines and patterns
in a remote partner’s activities?

• Does the possibility of constant awareness lead to a change of behaviour
among partners?

• At what point does awareness switch from background to foreground
of a person’s attention? (and vice versa) Is there an optimum amount
of awareness that can be achieved? At what point does background
awareness become a distraction to foreground activity?

• Do people feel their privacy is being infringed when their environment
is capable of sensing and reacting to their activities?

The most important area for future development of this work is in-depth
user studies to help answer some of these questions. As of yet, no aspects
of Habitat as have undergone extensive trials with a large number of users.
Collecting this data is vital in order to evaluate the effectiveness of the system
in providing awareness over distance.

One suggestion of a topic for a user study would be to assess the effective-
ness of Habitat at providing awareness information compared to traditional
communications technologies. The study would require the participation of
a number of volunteers that are in long-distance relationships. There would
also be a need for careful design of interviews, questionnaires and user diaries
to capture qualitative data and feedback. Finally, a means of objectively mea-
suring awareness during experiments would need to be developed and tested.
This type of formal evaluation of ambient displays and awareness systems has
been overlooked by most pioneers in the field.
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Appendix A

Hardware Specifications

A.1 RFID Technology

A.1.1 Overview

Radio frequency identification (RFID) technology has been used in logistics
and security applications for many years. Use of such technology is now
gaining momentum as new radio frequencies are exploited (e.g. 2.45 GHz
technology), new standards are agreed (e.g. ISO 15693) and cheap RFID tags
are becoming available. Manufacturers and retailers have realised the benefits
and substantial cost savings from using RFID in production and inventory
tasks.

There are several classes of RFID systems that have developed over time,
each has different characteristics and applications. The earliest type, elec-
tronic article surveillance (EAS) tags are used widely in anti-theft situations,
for example in shops and libraries. These systems have the cheapest tags
which are simple tuned circuits that can be detected in a radio field. They have
the disadvantage of having no electronic identity the tag is either present or
absent.

Subsequently, battery-powered ‘active’ RFID systems were developed for
applications such as for vehicle tolling systems. These tags are the most ex-
pensive but have the best performance with ranges up to several hundred me-
tres in some cases. Variants include vehicle key fobs that have additional
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features such as user controls to lock and unlock. There are a number of radio
bands used worldwide e.g. 433 MHz. The RFID functionality is thus mixed
with a telemetry application.

The third class of RFID technology, as used in Habitat, are ‘passive’
(battery-less) tags. They are powered by the radio field that is used to poll the
tags and, in response, transmit back to the tag reader a unique identity pre-
programmed during manufacture. They are relatively cheap (some are less
than 1 UKP), have no shelf-life problems and can thus be embedded safely
in artefacts, infrastructure and living things. The first mass application was in
car ignition keys. The disadvantage is that the range is rather limited (2 m at
best and 0.5 m for small format tags). Careful antenna engineering can offset
the range problems so that it is possible to read a tag about a person or object
reliably as it passes through a barrier such as a doorway.

The first available battery-less tags (TIRIS from Texas Semiconductors)
used a very low frequency of 134 kHz. The more recent ISO15693 tags use
a higher frequency of 13.56 MHz and have more intelligence within the mi-
crochips. These are available as cheap, small, printed flexible strips. Both
types of tags are capable of storing information (c.f. an Internet cookie) that
could also be of value in personalisation applications. The main advantages
of RFID are that it is readily available, cheap and reliable. The progression of
RFID ideas into next-generation barcodes means that is likely to be incorpo-
rated into just about any man-made item as costs continue to fall.

A.1.2 Equipment Specifications
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Texas Instruments reserves the right to change its products and services at any time without notice. TI provides customer assistance in various 
technical areas, but does not have full access to data concerning the uses and applications of customers products. Therefore, TI assumes no 
responsibility for customer product design or for infringement of patents and/or the rights of third parties, which may result from assistance 
provided by TI. 
 
© Copyright 2001 Texas Instruments Incorporated.  11-06-22-100   07/01 

 
 
 
 
 
 
 
 
 
 
 
Specifications: 
 

Part number RI-STU-655A 

Operating Frequency 13.56MHz ±  7kHz 

Supported Transponders Tag-it HF, Tag-it HF-I, ISO 15693 compliant Transponders 

Power Supply 100 - 120V / 60Hz or 
220 - 240V / 50Hz switch selected  

Power consumption Max. 60W 

Transmitter power  0.5W to 10W ±  1dB (adjustable by software in 0.25W steps) 
above 4W output power an additional heat sink 0.8K/W is necessary  

Transmitter modulation  AM (10% - 30%) ± 6% or 100% (adjustable by software)  

Antenna connection Basic antenna (TX/RX)                           1 x SMA female  
Complementary antenna (RX only)::       1 x SMA female  

Antenna Impedance 50 Ohm at 13.56MHz 

Receive channels ASK 423.75kHz and FSK 423.75kHz / 484.29kHz for both antennas 
(adjustable by software) 

Communication Interfaces RS232 or RS485 (set by jumper) 

Address setting for interface Optional: - 3-position DIP switch (up to 8 addresses) 
               - Software (up to 254 addresses) 

Communication Parameters Up to 115kBits, 8 data bits, even/odd/no parity 

Communication Protocol ISO Host Protocol 

Memory EEPROM    1kByte (for parameters; up to 10,000 write cycles) 
RAM           256 kByte (for data) 
Flash          512 kByte (for firmware; update via communication interface) 

Outputs 2 opto-coupled:                     24V DC / 30mA  
1 relay:                                  24V DC / 60W 

Inputs 2 opto-coupled:                     max. 24V DC / 20mA 

Synchronization Protocol synchronization via I/O 

Operating Temperature -20°C to +55°C 

Storage Temperature -25°C to +85°C 

Vibration EN60068-2-6 (10Hz to 200Hz: 0.15mm/2g) 

Casing Powder-coated sheet steel, look-up hinged lid  

Protection class IP54 

Dimensions (L x W x H) 300mm x 200mm x 160mm 

Weight 5.5 kg 
 
  For more information, contact the sales office or distributor nearest you. This contact information can be found  
  on our web site at:  http://www.ti-rfid.com 

Data Sheet 

HF Reader System Series 6000   
S6550 Long Range Reader (Housed)   

   R A D I O  F R E Q U E N C Y  I D E N T I F I C A T I O N  S Y S T E M S  
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provided by TI. 
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This Antenna is a single-loop antenna with pre-set matching electronics  
 
 
 
Specifications: 
 

Part number RI-ANT-T01A 

Operating Frequency 13.56MHz  

Impedance  50 Ohm ± 10 Ohm 
∠  0° ± 13° 

Maximum RF power 8W 

Operating Temperature -25°C to +55°C 

Storage Temperature -25°C to +60°C 

Case Material Plastic ABS, black 

Protection Class IP65 

Vibration According to IEC-68-2-6 (10Hz to 150Hz: 0.15mm/2g) 

Shock According to IEC-68-2-27 (acceleration: 30g) 

Dimensions (L x W x H) 337mm x 322mm x 38mm 
337mm x 322mm x 40mm (incl. screw heads) 

Weight 700g 

Connector SMA male (50 Ohm) 

Cable Type: RG58; Length: 3.6m ± 0.1m 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  For more information, contact the sales office or distributor nearest you. This contact information can be found  
  on our web site at:  http://www.ti-rfid.com 

Data Sheet 

HF Reader System Series 6000
Gate Antenna 
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This antenna is a single-loop transmit/receive antenna with pre-
set matching electronics for a transmitter frequency of 13.56MHz 
and impedance of 50Ω.  
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The Tag-it HF-I Transponder Inlay is compliant with 
the ISO/IEC 15693 standard. With a user memory of 
2k bits, organized in 64 blocks, the Tag-it HF-I 
Transponder Inlays allows advanced solutions for a 
variety of applications, including product authenti-
cation, ticketing, library management, supply chain 
management etc. The thin and flexible Tag-it HF-I 
Transponder Inlays can be easily converted into 
paper labels.  

Specifications: 
 

Part Number  RI-I11-112A 

Supported Standard ISO 15693-2,-3  
Recommended Operating frequency 13.56 MHz 

Passive Resonance Frequency (at +25°C) 13.86 MHz ± 200kHz (includes frequency offset to compensate 
further integration into paper) 

Typ. required activation field strength to read (at +25°C) 98 dBµA/m #  

Typ. required activation field strength to write (at +25°C) 101 dBµA/m #  

Factory programmed Read Only Number 64 bits  

Memory (user programmable) 2k bits organized in 64 x 32-bit blocks  

Typical programming cycles (at +25°C) 100,000 

Data retention time (at +55°C) > 10 years 

Simultaneous Identification of Tags Up to 50 tags per second (reader/antenna dependent) 

Antenna size 45 mm x 45 mm (∼1.77 in x ∼1.77 in) 

Foil width 48 mm ± 0.5 mm (1.89 in ± 0.02 in) 

Foil pitch 50.8 mm +0.1mm/-0.4mm  (2 in) 

Thickness Chip: 0.355mm (∼0.014 in) 
Antenna: 0.085mm (∼0.0033 in) 

Base material Substrate: PET (Polyethylenetherephtalate) 
Antenna: Aluminum 

Smallest bending radius allowed 18 mm (∼0.71 in) 

Operating temperature -25°C to +70°C 

Storage temperature (single inlay) -40°C to +85°C (warpage may occur at upper temperature range) 

Storage temperature (on reel) -40°C to +40°C 

Delivery Single row tape wound on cardboard reel with 500 mm diameter 
Reel outer width: approx. 60 mm (∼2.36 in) 
Reel inner width: approx. 50 mm (∼1.97 in) 
Hub diameter: 76.2 mm (3 in) 

Typical quantity of good units per reel 5,000 
 

Note: For highest possible read-out coverage we recommend to operate readers at a modulation depth of 20% or higher 
# After integration into paper 
 

  For more information, contact the sales office or distributor nearest you. This contact information can be found  
  on our web site at:   http://www.ti-rfid.com 

Tag-it���� HF-I Transponder Inlay  
- Square - 
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Items purchased from Habitat Stores – http://habitat.net

Nathan Table 
Solid rubberwood legs with lacquer finish. 
Toughened glass top. Seats 2.

Cost: €125 
Catalogue Number – 958381
W70 x H73 x D70cm

Nathan Chair
Solid rubberwood frame. Hand-woven hemp 
seat.

Cost:  €55
Catalogue Number – 960740
W42 x H82 x D51cm
Seat height: 44cm

Nathan Stool
Solid rubberwood frame. Hand-woven hemp 
seat.

Cost:  €35
Catalogue Number – 958382
W42 x H44 x D51cm

No Image 
Available



Appendix B

Software Architecture

B.1 Overview

The prototype consists of two networked computers running essentially the
same Habitat system software (figure B.1). The form-factor of machines var-
ied during development. Desktop computers since they were readily available,
powerful and relatively cheap. For external deployments, Laptop computers
were preferred since they were more convenient to transport and easier to hide
away in a public installation.

The software was developed using Isis — a high-level, lisp-like, program-
ming language optimised for prototyping high performance multimedia appli-
cations. Isis was developed with a ‘lean and mean’ philosophy, which allows
it to run easily from the lowest specification PCs to high-end workstations.
The small but complete syntax allows easy access to artists, novice program-
mers and experts alike to rapidly deploy full-featured applications. A number
of built-in libraries allow access to input/output hardware, networking, sound,
video and 2D-graphics.

Isis currently requires Linux or Mac OS X operating systems. The pro-
curement and installation of Isis1 is outside the scope of this thesis. During
the development of the project, the Habitat system software was tested and
deployed on both platforms.

1Details can be found at http://www.media.mit.edu/isis/
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B.2 Logical Data Structures

Each station is responsible for maintaining a model of user activities. Since
each station must visualise the remote partners activities, these activities need
to be communicated between stations.

B.2.1 Network Messages

Network messages are used to transmit each user’s activity information be-
tween the stations. In-order to be a good citizen on the network, messages
are only sent when necessary. The format of each messages is a list with two
elements, each element of the tuple is also a list of arbitrary length. Each of
these list elements denotes the artefacts that the user has removed or added to
the table since the last message was sent:

[[δ−], [δ+]]

where δ− is a list of tag serial numbers for each artefact removed and δ+

is a list of tag serial numbers for each artefact added. In the case of no items
being added (or removed) since the previous message, and empty list, [], is
used a placeholder in the tuple.

B.2.2 Interaction Lists

On system start-up, data structures are created to keep track of interactions.
Each interaction is time-stamped to keep a record of both past and present
activities. Each station keeps a separate list of local interactions (artefacts
added/removed locally) and remote interactions (artefacts manipulated by the
remote partner). Maintaining two separate structures allows two kinds of vi-
sualisations: local visualisations for feedback and remote visualisations for
awareness information. It also allows the system to be used by each partner
simultaneously and simplifies the system logic. The Local and Remote Inter-
action Lists hold the same types of information. It should be noted that Local
Interaction List of one station is logically equivalent to the Remote Interaction

117



List of the other — they both represent information about the same sequence
of interactions but are visualised differently.

A structure is essentially a data storage construct that holds an unordered
collection of names fields, each of which contains a value. The nature of
structures allows easy query and modification of fields at anytime. Figure B.2
depicts the fields in an Interaction List. Each structure stores a record of
a single interaction event (a single artefact is either added or removed). If
multiple artefacts are manipulated then details of each artefact is recorded in
a separate structure.

The fields stored in each structure are as follows:

TAGID. A string of length 20 characters representing the unique serial num-
ber of the RFID transponder tag attached to each artefact.

TRANSFORM. A pointer to an Isis graphics object. Each object is created
dynamically with the filename of the image the artefact. Eventually the
graphical object’s attributes such as OPACITY, POSITION and SCALE
will be manipulated to create the animations for the visualisations.

TIME IN. This field records a time-stamp of when the artefact was placed
onto the table.

TIME OUT. This field holds the time-stamp of when the artefact was re-
moved from the table. If the artefact is currently on the table then it is
set to -1.

B.3 Software Components

B.3.1 Start Script

In order to start the software part of the Habitat system after booting the hard-
ware, a simple start script was written. It should be noted that the keyboard
and mouse are mostly redundant using a tangible user interface. The only
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time the keyboard is used is when starting or stopping the system. The execu-
tion of the start script would be automated in a real-world deployment. The
software can be quit and anytime by simply pressing the ’q’ key.

The role of the start script is to launch to processes that are required to
run simultaneously on each station: the message-passing module and the vi-
sualisation module. The script also optionally contains commands to allow
the logging of various aspects of the output from these two software modules.
One option allows the capture of historical data from interaction events to a
file. Another option captures the output from the tag-reader for debugging
purposes. Finally there is the option to log all the network messages that pass
through the system.

B.3.2 Tag-Reader Library

This library was written to deal with low-level aspects of interfacing with the
tag-reader hardware. The main purpose of the code is to carry out the ‘inven-
tory’, the function of the tag-reader to read what RFID transponders are with-
in range of its antenna. This task involves initialising the computers serial
port to communicate correctly with the tag-reader hardware (setting the baud
rate and parity). Memory buffers are created to efficiently send and receive
binary information from the tag-reader. The tag-reader communicates using
a specific protocol (ISO-15693) using coded packets. Routines to coded and
decode these protocol packets, convert between human-readable ASCII and
hexadecimal were also written. Finally communication with the tag-reader in-
corporates a cyclic-redundancy check (CRC) for data integrity which needed
to be written. The manufacturer of the tag-reading hardware provides library
routes to handle these aspects for the programmer. Unfortunately these were
not easily portable to the UNIX systems used for Habitat so therefore had to
be rewritten from scratch.
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B.3.3 Message-passing Module

The Message-passing module is responsible for reading input from the tag-
reader, determining whether new objects have been added or removed and
sending messages to the local and remote visualisation modules accordingly.

1. Start.

The module is launched by the Start Script.

2. Initialise Tag-reader.

This is performed via a call to the Tag-reader utility library. This must
be done before any communication with the tag-reader can take place.

3. Perform Inventory.

A call to the tag-reader utility to read any tags that are present. Returns
an empty list if no tags are available otherwise a list of strings, each
string is the TAGID serial number of the present artefacts.

4. Calculate Changes.

Each time the tag-reader is polled a list of tags is stored for comparison
with subsequent reads. This allows the determination of whether any
tags have been added or removed.

5. Changes?

If there are new items that have been added or removed (a non-empty
list) then a message is sent over the network both locally and remotely.
The body of the message is [[δ−], [δ+]]

6. Wait

A small fifteen millisecond sleep period is present to gear the speed of
the computer against the relatively slow tag-reader hardware (as speci-
fied by the manufacturer).
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Figure B.3: Flowchart for the Message-passing Module.
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B.3.4 Visualisation Module

This module is responsible for visualising remote activity information. It also
provides local feedback visualisations. It receives local and remote messages
over the network from the Message-passing Module. These messages are
used to maintain an interaction model of remote and local activities. The
data stored in these interaction lists are used to recreate animations that are
displayed on the table-top.

1. Start.

This module is launched by the Start Script.

2. Initialisations.

This module contains a large number of data-structures that need to ini-
tialised. Network ports must be set-up before use (requires the network
address of the remote Habitat station). Image files for the visualisations
need to be mapped to the tag serial numbers so that correct artefacts can
be identified. A Master-timer variable is initialised for use as a time-
stamp in the Interaction List data structures and in calculations for the
visualisations.

3. Check for Network Messages and Update Interaction Model.

When a local message is received the message is split up to process δ−

and δ+ separately. The Local Interaction List is changed to denote the
addition and removal of artefacts. The same process is carried out in
turn for remote message. The reason for dealing with local messages
first is to provide immediate graphical response for the local user.

4. Render Scene.

Each Interaction List structure is traversed. Active artefacts have graph-
ical objects associated with them. Using the time-stamp to determine
how long an artefact has been present or absent, the animation for each
object is updated. The visualisation if of course different for the Lo-
cal Interaction List compared to the Remote Interaction List. Objects
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that have been removed and have faded away (opacity is at zero) are re-
moved from the render scene and no longer appear in the visualisation.

124



Initialise 
Network 

Ports

Start

Initialise  
Master-
Timer

Local 
Msg?

Check for 
Local Msg

Check for 
Remote 

Msg

Remote 
Msg?

Update 
Interaction 

Model

Render 
Scene

Process
Local 

Changes

Process 
Remote 
Changes

yes

yes

Figure B.4: Flowchart for the Visualisation Module.

125



Appendix C

Publications

1. Dipak Patel and Stefan Agamanolis, Habitat: awareness of life rhythms
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ternational Conference on Ubiquitous Computing, Seattle, 12 - 15
October 2003

2. Dipak Patel, Habitat: awareness of daily routines and rhythms over a
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Networked Furniture
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ABSTRACT

The demands of modern working life increasingly lead
people to be separated from loved ones for prolonged
periods of time. Habitat is a range of connected furniture
for background awareness between distant partners in just
such a situation. The project particularly focuses on
conveying the patterns of daily routines and biorhythms
that underlie our well-being, in order to provide a sense of
reassurance and a context for communication between
people in relationships.

Keywords

Awareness, biorhythms, limbic regulation, connectedness,
networked furniture
INTRODUCTION

Intuition leads us to believe people have an innate desire to
have an up-to-date understanding of the emotional and
physiological state of loved ones. When two people form a
close bond, awareness of each other is essential to convey
feelings and needs to one another and ensures that the
relationship can survive and flourish.

Awareness of a partner’s activities and biorhythms, such as
sleeping, eating, socialising and working, is useful as these
rhythms can be indicators of well-being - providing
feelings of reassurance and connectedness, stimulating
comparison and synchronisation between the pair-bond.
The knowledge of any deviation from regular patterns and
cycles is of equal significance.

Today our lives are enriched by pervasive technology that
conquers distance to such an extent that the anxiety of
being apart is minimal. But a corollary to technology
mediated relationships is that people can still feel
disconnected or not attuned with their partner, especially if
they happen to be in different time-zones.  Old-fashioned
methods of keeping in-touch such as letter-writing are
accepted as conveying a greater sense of intimacy but lack
the instantaneity we are now used to. The majority of
modern communications technology such as telephones,
text messaging and e-mail, cause untimely interruptions,
can be in-contiguous or can require a significant amount of
effort to use while doing other tasks.

Habitat explores the potential of addressing these issues by
using household furniture as a network of distributed
ambient display appliances that centre on the capture and

visualisation of daily rhythms to convey a sense of
awareness between partners separated by distance.

Fig. 1 - Habitat being used to link two distant partners.

BACKGROUND AND RELATED WORK

Research into the physiology of the brain is now starting to
unravel some of the issues on why humans have such an
affinity to one another [3]. The limbic brain, which was
once believed to only co-ordinate sensations from the
external world to internal organs, is now thought to be
responsible for regulating our emotions. This mechanism
for the mutual exchange and internal adaptation between
two mammals, whereby they become attuned to each
other’s internal states is known as limbic resonance. This
theory is developed further, proposing that the human
nervous system is not autonomous or self-contained but an
open-loop system that is continually rewired through
intimacy with nearby attachment figures - a process of
interactive stabilisation, known as limbic regulation.

The field of psychobiology provides us with a body of
experimental evidence on biorhythms and their impact on
our well-being [2]. Our biorhythms and internal body
clocks are affected by a number of external factors, most
importantly people we are bonded to.

Habitat also draws upon ideas from previous projects in
ubiquitous computing that employ furniture and
architecture as display devices, such as Ambient Displays
[6], Roomware [5], Peek-a-Drawer [4] and The
RemoteHome (exhibition - London/Berlin 2003).

TECHNOLOGY AND DESIGN GOALS

The initial range of Habitat appliances are in the form of
two geographically separate, networked coffee tables.



Each station consists of a networked Linux computer, a
RFID tag reader and a video projector.

Two people having a long distance relationship (Figure 1),
use the Habitat system as follows: When objects (with a
RFID tags embedded inside) are placed on the coffee table,
they are sensed by the tag reader, which uniquely identifies
each object. The tag reader is polled regularly by the
computer to check if any items have been added or
removed. Such events cause messages to be sent to the
coffee table in the remote partner’s living space. The
remote coffee table displays a corresponding representation
of the opposite person’s activity (Figure 2) and their overall
daily cycle on the surface of the table, using an
appropriately mounted video projector. When items are
removed, the displaying coffee table gradually fades away
that representation.

Fig. 2 - A typical sequence within a visualisation

Habitat takes into consideration several design guidelines
in creating connectedness applications [1]: -

• The system should behave like an appliance that is
always on and connected, to foster sense of continuity -
an open link between the users.

• Participating with Habitat should require no change in
the user’s normal behavior and not alter the furniture's
original use.

• The visualisations should be non-distracting, so they
can be viewed across the room and in the periphery of
vision without distraction. The visualisations are designed
to indicate presence of the remote partner over a duration
of time, so that observers are free to move around the
living space and not have to constantly watch the display.

• The system should express the notion of a digital
wake. A digital wake is a visual construct that allows the
users to ascertain the history of previous interactions.
When an activity ends, its representation gradually fades
out but is never completely removed from the display.
This gives users who return to their living space a
mechanism to interpret what took place while they were
absent.

Privacy and trust issues are dealt with implicitly as the
furniture only connects into the personal space of a loved
one, a person that a high level of trust is already shared
with. Users are also made well aware of the specific
artifacts that trigger the communication between Habitat
stations. Reciprocity is important for limbic regulation,
since each station is a duplicate, awareness flows in both
directions in a continual feedback loop.
CURRENT STATUS AND FUTURE DIRECTION
The first phase of Habitat is complete, a proof of concept
demonstrator system which acts as a platform for
conducting experiments and extending ideas. A range of
visualisations that describe remote activities have been
created. A forthcoming trial will be used to determine the
effectiveness and appeal of these different visualisations to
potential users.

Future versions of Habitat will concentrate on the capture
of more complex routines and activities. We plan to use
biomedical technologies in concert with the connected
furniture platform, to monitor users’ body temperatures,
heart rates and other well known metrics for tracking
biorhythms with additional accuracy.  Humans have several
bodily rhythms that affect how we feel in addition to
circadian rhythms, such as ultradian (~90 minutes),
infradian (many days) and circannual (~1 year). There are
also several environmental factors that alter or reset body
clocks (known as zeitgebers) that could be accounted for
within visualisations.

The aim of this research is to determine if we can
successfully convey awareness of rhythms over a distance
and if doing so can provide similar levels of reassurance
and intimacy as physical proximity of partners in a
domestic setting.

The eventual goal would be to install suitably evolved
iterations of the technology with many groups of people
outside of the laboratory environment and assess their use
in a study - prime candidates being people who endure
separation from family and partners for prolonged periods
of time, such as off-shore workers or military personnel.
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4 	- Thirty minutes later...

[mug image fading away]
3	- She leaves the table

[mug image turns grey]

2 	- Continues to drink coffee

[mug image grows]

1 	- She begins to drink coffee

[mug image appears]
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The demands of modern working life increasingly lead 
people to be separated from loved ones for prolonged 
periods of time.  Habitat is a range of connected 
furniture for background awareness between distant 
partners in just such a situation.  

The project particularly focuses on conveying the 
patterns of daily routines and biorhythms that underlie 
our well-being, in order to provide a sense of 
reassurance and a context for communication between 
people in relationships.

The current Habitat system comprises two 
geographically separate, networked tables.  Each table 
integrates a computer, an ISO-standard RFID (Radio 
Frequency Identification) tag reader, and a video 
projector.

Unique RFID tags are embedded in objects typically 
placed on tables at each site, such as cups, plates, books, 
and so on.

Placing these items on one table causes messages to be 
sent to the remote table, which displays a graphical 
representation of the objects.  The system operates in 
both directions, conveying impressions of presence and 
activity around the tables at each site. 

When items are removed, their representations at the 
far end fade away slowly, enabling in a single glance an 
impression of the recent history of events and overall 
daily rhythms around the far table.  The system is 
designed to operate reliably 24 hours a day and can 
handle multiple tagged objects simultaneously at each 
site.

Awareness of Life Rhythms over a 
Distance Using Networked Furniture

Habitat
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Abstract: The demands of modern working life increasingly lead people to be separated
from loved ones for prolonged periods of time. Habitat is a range of connected furniture
for background awareness between distant partners in just such a situation. The project
particularly focuses on conveying the patterns of daily routines and biorhythms that underlie
our well-being, in order to provide a sense of reassurance and a context for communication
between people in relationships.

1 Introduction

Intuition leads us to believe people have an innate desire to have an up-to-date understanding of the
emotional and physiological state of loved ones. When two people form a close bond, awareness of each
other is essential to convey feelings and needs to one another and ensures that the relationship can survive
and flourish.

Awareness of a partners activities and biorhythms, such as sleeping, eating, socialising and working,
is useful as these rhythms can be indicators of well-being - providing feelings of reassurance and con-
nectedness, stimulating comparison and synchronisation between the pair-bond. The knowledge of any
deviation from regular patterns and cycles is of equal significance. Today our lives are enriched by perva-
sive technology that conquers distance to such an extent that the anxiety of being apart is minimal. But
a corollary to technology mediated relationships is that people can still feel disconnected or not attuned
with their partner, especially if they happen to be in different time-zones. Old-fashioned methods of
keeping in-touch such as letter-writing are accepted as conveying a greater sense of intimacy but lack
the instantaneity we are now used to. The majority of modern communications technology such as tele-
phones, text messaging and e-mail, cause untimely interruptions, can be in-contiguous or can require a
significant amount of effort to use while doing other tasks.

Habitat explores the potential of addressing these issues by using household furniture as a network of
distributed ambient display appliances that centre on the capture and visualisation of daily rhythms to
convey a sense of awareness between partners separated by distance.

2 Background and Related Work

Research into the physiology of the brain is now starting to unravel some of the issues on why humans
have such an affinity to one another [4]. The limbic brain, which was once believed to only co-ordinate
sensations from the external world to internal organs, is now thought to be responsible for regulating
our emotions. This mechanism for the mutual exchange and internal adaptation between two mammals,
whereby they become attuned to each others internal states is known as limbic resonance. This theory is
developed further, proposing that the human nervous system is not autonomous or self-contained but an
open-loop system that is continually rewired through intimacy with nearby attachment figures - a process
of interactive stabilisation, known as limbic regulation.

The field of psychobiology provides us with a body of experimental evidence on biorhythms and their
impact on our well-being [2]. Our biorhythms and internal body clocks are affected by a number of
external factors, most importantly people we are bonded to.

Habitat also draws upon ideas from previous projects in ubiquitous computing that employ furniture and
architecture as display devices, such as Ambient Displays [10], Digital Picture Frames [5],Roomware [8],
Peek-a-Drawer [7] and The RemoteHome (exhibition - London/Berlin 2003).
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Figure 1: Habitat being used to link two distant partners.

3 Technology and Design Goals

The initial range of Habitat appliances are in the form of two geographically separate, networked coffee
tables. Each station is consists of a networked Linux computer, a RFID tag reader and a video projector.

Two people having a long distance relationship (Figure 1), use the Habitat system as follows: When
objects (with a RFID tags embedded inside) are placed on the coffee table, they are sensed by the tag
reader, which uniquely identifies each object. The tag reader is polled regularly by the computer to check
if any items have been added or removed. Such events cause messages to be sent to the coffee table in
the remote partners living space. The remote coffee table displays a corresponding representation of the
opposite persons activity (Figure 2) and their overall daily cycle on the surface of the table, using an
appropriately mounted video projector. When items are removed, the displaying coffee table gradually
fades away that representation.

Habitat takes into consideration several design guidelines in creating connectedness applications [1]: -

• The system should behave like an appliance that is always on and connected, to foster sense of
continuity - an open link between the users.

• Participating with Habitat should require no change in the users normal behavior and not alter the
furniture’s original use.

• The visualisations should be non-distracting, so they can be viewed across the room and in the
periphery of vision without distraction. The visualisations are designed to indicate presence of the
remote partner over a duration of time, so that observers are free to move around the living space
and not have to constantly watch the display.

• The system should express the notion of a digital wake. A digital wake is a visual construct
that allows the users to ascertain the history of previous interactions. When an activity ends, its
representation gradually fades out but is never completely removed from the display. This gives
users who return to their living space a mechanism to interpret what took place while they were
absent.

Privacy and trust issues are dealt with implicitly as the furniture only connects into the personal space of
a loved one, a person that a high level of trust is already shared with. Users are also made well aware of
the specific artifacts that trigger the communication between Habitat stations. Reciprocity is important
for limbic regulation, since each station is a duplicate, awareness flows in both directions in a continual
feedback loop.

4 Proposed Experiments

The aim of this research is to determine if we can successfully convey awareness of rhythms over a distance
and if doing so can provide similar levels of reassurance and intimacy as physical proximity of partners in



Figure 2: A typical sequence within a visualisation (clockwise from top right): remote partner begins
coffee break, mug image appears (a), continues to drink coffee, mug image grows (b), ends coffee break,
mug image turns greyscale (c), remote partner removes mug from table, image fades gradually fades away
(d)

a domestic setting. We propose to use the Habitat prototypes as a platform for conducting experiments
and collecting data to validate these claims.

In particular, we plan to use of questionnaires, interviews and observation, to investigate the following
areas:-

• Reassurance - with extended trials we want to understand the level of reassurance provided by
Habitat. Does such a system afford a sense of reassurance to its users? Are these levels of reassurance
experienced equally by both members in the relationship? How does the experience of using Habitat
vary from using conventional technologies such as the telephone?

• Continuity - how do we ascertain notions of continuity of awareness between partners? Can Habitat
provide a sense of continuous connectedness between the partners? How can we measure this
continuity, in situations where partners are using other technologies to communicate and convey
well-being between each other (including word of mouth from other people)?

• Ambient awareness - how do we determine the extent of which habitat is a tool for non-distracting,
background awareness? Do some types of visualisations fare better than others? Previous evalua-
tions in this area [9] may only provide us with a limited set of leads or heuristics, but none the less,
inform our work. How do we quantify the ability of the system to convey a sense of presence and
duration [6], whilst in the periphery of our users’ attention? What methodologies can we employ
to allow the control of (real or perceived) changes in privacy [3] between the partners?

5 Conclusions and Future Direction

The first phase of Habitat is complete, a proof of concept demonstrator system which captures and conveys
daily rhythms and routines over a distance. A range of visualisations that describe remote activities have
been created.

Future versions of Habitat will concentrate on the capture of more complex routines and activities. We
plan to use biomedical technologies in concert with the connected furniture platform, to monitor users
body temperatures, heart rates and other well known metrics for tracking biorhythms with additional
accuracy. Humans have several bodily rhythms that affect how we feel in addition to circadian rhythms,



such as ultradian (∼ 90 minutes), infradian (many days) and circannual (∼ 1 year). There are also several
environmental factors that alter or reset body clocks (known as zeitgebers) that could be accounted for
within visualisations.

The eventual goal would be to install suitably evolved iterations of the technology with many groups of
people outside of the laboratory environment and assess their use in a study - prime candidates being
people who endure separation from family and partners for prolonged periods of time, such as off-shore
workers or military personnel.
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Methodology

For the first phase a system comprising of two networked coffee 
tables has been built. Items placed on the table (in this case a 
coffee cup) cause a reaction at the remote end. Each table acts 
as an Internet appliance, with a low-cost, networked computer 
and RFID reader system embedded inside. Placing  tagged 
objects on a table cause a message to be transmitted over the 
Internet which denote the users activities.

Applications

The data collected from these pilot studies would be used to 
develop novel applications in ambient awareness. A range of 
always on, background, distributed, applications are 
envisioned that provide reassurance and comfort as well as 
timely information for anyone that suffers from separation from 
their loved ones. Potential users would be parents and 
children, the elderly and extended families and travelling 
business people and their spouses. 

Aim

This project explores the role of awareness, intimacy and physical proximity in human 
relationships.

When two or more people form a close bond, awareness of 
each other is essential.

Awareness of each individual allows the members of the bond 
to convey feelings and needs to one another and ensures that 
relationship can survive and flourish. 

People in a relationship have a innate desire to have an up-to-
date understanding of the emotional and physiological state of 
their loved one. Awareness of patterns, such as sleeping, eating, 
socialising,  working and well-being are particularly favoured 
as they allow means for discussion, comparison or even 
synchronisation between the members of the relationship.



Appendix D

Press

Please refer to table on following page for a list of Habitat related press arti-
cles.
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Date Title Publication and URL

30/05/03 Household goods furnished 
with technology of the future

Irish Examiner, Irish National Newspaper

http://web.media.mit.edu/~stefan/hc/press/2003-05-3
0-Examiner.pdf

04/06/03 Brains Unboxed IEEE Spectrum

http://www.spectrum.ieee.org/careers/careerstemplat
e.jsp?ArticleId=c080603

24/10/03 Eenzaamheid verdreven via e-
culture

Het Parool, Dutch National Newspaper

http://www.parool.nl/artikelen/MED/1066972913030.ht
ml

25/10/03 Digitale emotie: Creatieve sec-
tor kan meer betekenen voor 
ICT

NRC Handelsblad, Dutch National Newspaper

http://web.media.mit.edu/~stefan/hc/press/2003-10-2
5-NRC.pdf

28/11/03 Gizmo Puts Cards on the Ta-
ble

Wired News

http://www.wired.com/news/technology/0,1282,61265,0
0.html

28/11/03 Have Your Family Gather 
'Round the Virtual Table

Slashdot

http://slashdot.org/article.pl?sid=03/11/28/1836241
&tid=

28/11/03 Poetry, technology and the 
subtlety of couplehood

Ni.Vu

http://www.martinepage.com/blog/2003/11/poetry-tech
nology-and-subtlety-of.html

01/04 Virtual Table Brings Distant 
Loved Ones Together

IEEE Distributed Systems Online

http://dsonline.computer.org/0401/d/o1009.htm

02/04 Het hoeft niet altijd een com-
puter te zijn...

Netwerk, Dutch Magazine

http://web.media.mit.edu/~stefan/hc/press/2004-02-0
1-Netwerk.pdf

18/04/04 The Table Connection We-make-money-not-art

http://www.we-make-money-not-art.com/archives/00050
9.php
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