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This paper provides a review of gestural control of sound syn-
thesis in the context of the design and evaluation of digital musical
instruments. It discusses research in various areas related to this
field and equally focuses on four main topics: analysis of music per-
formers’ gestures, gestural capture technologies, real-time sound
synthesis methods, and strategies for mapping gesture variables to
sound synthesis input parameters. Finally, this approach is illus-
trated by presenting an application of this research to the control of
digital audio effects.
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1. INTRODUCTION

The evolution of computer music has brought to light a
plethora of sound synthesis methods available in general
and inexpensive computer platforms, allowing a large
community direct access to real-time computer-generated
sound. Both signal and physical models have reached a point
where they can be used in concert situations, although much
research continues to be carried on in the subject, constantly
bringing innovative solutions and developments [1]-[3].

On the other hand, input device technology that captures
different human movements can also be viewed as in
an advanced stage [4], [5], considering both noncontact
movements and manipulation.! Specifically regarding
manipulation, tactile and force feedback devices for both
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IWith the exception of extreme conditions, such as three-dimensional
whole-body acquisition in large spaces.

nonmusical?
proposed [6].3

We are then in a stage where such devices and sound
synthesis methods can be combined to create new com-
puter-based musical instruments, or digital musical
instruments (DMI), producing gesturally controlled real
time computer-generated sound. The ultimate goal is to
design new DMIs capable of obtaining similar levels of
control subtlety as those available in acoustic instruments,
but at the same time extrapolating the capabilities of existing
instruments.

In short, we need to devise ways to interact with computers
in a musical context, i.e., to control multiple continuous pa-
rameters that allow the generation of sound in real time. This
topic amounts to a branch of knowledge known as HCI. Var-
ious questions need to be addressed, such as the following.

and musical contexts have already been

* Which are the specific constraints that exist in the mu-
sical context with respect to general HCI?

* Given the various contexts related to interaction in
sound generation systems, what are the similarities and
differences within these contexts (interactive installa-
tions, DMI manipulation, dance-music interfaces)?

* How to design systems for these various musical con-
texts? Which system characteristics are common and
which are context specific?

A. HCI and Music

More specifically, gestural control of computer-generated
sound can be seen as a highly specialized branch of HCI
involving the simultaneous control of multiple parameters,
timing, rhythm, and user training [7]. Hunt and Kirk consider
various attributes that are characteristic of real-time multi-
parametric control systems [8].

* There is no fixed ordering to the human—computer
dialogue.

2For a survey on haptic devices, check the Haptics Community Web page
at http://haptic.mech.mwu.edu/.

3Even so, many users still use the traditional pianolike keyboard as the
main input device for musical interaction. This situation seems to be equiv-
alent to the ubiquitous role played by the mouse and keyboard in traditional
human—computer interaction (HCI).
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Fig. 1. A symbolic representation of a DMI.

* There is no single permitted set of options (e.g., choices
from a menu) but rather a series of continuous controls.

* There is an instant response to the user’s movements.

e The control mechanism is a physical and multipara-
metric device which must be learned by the user until
the actions become automatic.

* Further practice develops increased control intimacy
and, thus, competence of operation.

* The human operator, once familiar with the system, is
free to perform other cognitive activities while oper-
ating the system (like talking while driving a car).

B. Interaction in a Musical Context

In order to take into account the specifics of musical
interaction, one needs to consider the various existing
contexts—sometimes called metaphors for musical control
[9]—where gestural control can be applied to computer
music.

These different interaction contexts are the result of the
evolution of electronic technology allowing, for instance,
a same input device to be used in different situations: to
generate sounds (notes) or to control the temporal evolution
of a set of prerecorded notes. These two contexts tradition-
ally correspond to two separate roles in music, those of the
performer and the conductor, respectively. Technology has
blurred the difference between traditional roles and allowed
novel metaphors derived from other areas, such as HCI
[91-[12].

In this paper, we will focus on instrument manipulation, or
performer—instrument interaction in the context of real-time
sound synthesis control.

The approach suggested here consists on dividing the sub-
ject of gestural control of sound synthesis in four parts [13]:

* definition and typologies of gesture;

* gesture acquisition and input device design;

* synthesis algorithms;

* mapping of gestural variables to synthesis variables.

The goal is to analyze all four parts, which are equally
important to the design of new DMISs.

II. CONTROL OF DIGITAL MUSICAL INSTRUMENTS

In this paper, the term digital musical instrument [14]
is used to represent an instrument that includes a separate
gestural interface (or gestural controller unit) from a sound
generation unit. Both units are independent and related by
mapping strategies [15]-[18]. This is shown in Fig. 1.
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The term gestural controller* can be defined here as the
input part of the DMI, where physical interaction with the
player takes place. Conversely, the sound generation unit can
be seen as the synthesis algorithm and its input parameters.
The mapping layer refers to the liaison strategies between the
outputs of the gestural controller and the input controls of the
synthesis algorithm.

This separation is most of the time impossible in the case
of acoustic instruments, where the gestural interface is also
part of the sound generation unit. If one considers, for in-
stance, a clarinet, the reed, keys, holes, etc., are at the same
time both the gestural interface (where the performer inter-
acts with the instrument) and the elements responsible for
sound generation. The idea of a DMI is analogous to “split-
ting” the clarinet in a way where one could separate these
two functions (gestural interface and sound generator) and
use them independently.

Clearly, this separation of the DMI into two independent
units is potentially capable of extrapolating the functional-
ities of a conventional musical instrument, the latter tied to
physical constraints. On the other hand, basic interaction
characteristics of existing instruments may be lost and/or
difficult to reproduce, such as tactile/force feedback.

A. Gesture and Feedback

In order to devise strategies concerning the design of new
DMIs for gestural control of sound synthesis, it is essential
to analyze the characteristics of actions produced by expert
instrumentalists during performance. These actions are com-
monly referred to as gestures in the musical domain. In order
to avoid discussing all nuances of the meaning of gesture,
let us initially consider performer gestures as performer ac-
tions produced by the instrumentalist during a performance,
meaning both actions such as prehension and manipulation,
and noncontact movements. A detailed discussion is pre-
sented in [19].

The importance of the study of gestures in DMI design
can be justified by the need to better understand physical ac-
tions and reactions that take place during expert performance.
Furthermore, gesture information can also be considered as
a form of signal, i.e., they can be processed, transformed,
and stored using gesture editors [20]. Gestures can also be
synthesized using various models of movement [15], [21] or
using rules in a similar way to speech synthesis [22].

In fact, instrumentalists simultaneously execute various
types of gestures during performance. Some of them are nec-
essary for the generation of sound [23], while others are not
[24]-[26], although the later are also present in most highly
skilled instrumentalists’ performances [27].

One can approach the study of gestures in a musical con-
text by either analyzing the possible functions of a gesture
during performance [20] or by analyzing the physical proper-
ties of the gestures taking place [28]. By identifying gestural
characteristics—functional, in a specific context, or physio-

4The term gestural controller is used here meaning input device for mu-
sical control.
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logical—one can ultimately gain insight into the design of
gestural acquisition systems [29].

Regarding both approaches, one fundamental aspect is the
existing feedback available to the performer, be it visual, au-
ditory, or tactile-kinesthetic. Feedback can also be consid-
ered, depending on its characteristics, as follows.

* Primary/secondary, where primary feedback en-
compasses visual, auditory (clarinet key noise, for
instance), and tactile-kinesthetic feedback,’ and sec-
ondary feedback relates to the sound produced by the
instrument [32].

* Passive/active, where passive feedback relates to feed-
back provided through physical characteristics of the
system (a switch noise, for instance) and active feed-
back is the one produced by the system in response to a
certain user action (sound produced by the instrument)

[5].

B. Gestural Acquisition

Once the characteristics of gestures are known, it is essen-
tial to devise an acquisition system that will capture these
characteristics. In the case of performer—instrument interac-
tion, this acquisition may be performed in three ways.

 Direct acquisition, where one or various sensors are
used to monitor performer’s actions. The signals from
these sensors present isolated basic physical features
of a gesture: pressure, linear or angular displacement,
speed, or acceleration. Each physical variable of the
gesture to be captured will normally require a different
Sensor.

* Indirect acquisition, where gestures are extracted from
the structural properties of the sound produced by the
instrument [33]-[38]. Signal processing techniques can
then be used in order to derive performer’s actions by
the analysis of the fundamental frequency of the sound,
its spectral envelope, its temporal envelope, etc.

* Physiological signal acquisition, the analysis of physi-
ological signals, such as EMG [39], [40]. Commercial
systems have been developed based on the analysis of
muscle tension and used in musical contexts [41]-[45].

1) Direct Acquisition: Direct acquisition is performed by
the use of different sensors to capture performer actions. De-
pending on the type of sensors and on the combination of dif-
ferent technologies in various systems, different movements
may be tracked.

According to B. Bongers [5]:

Sensors are the sense organs of a machine. Sensors
convert physical energy (from the outside world) into
electricity (into the machine world). There are sensors
available for all known physical quantities, including
the ones humans use and often with a greater range.
For instance, ultrasound frequencies (typically 40 kHz
used for motion tracking) or light waves in the infrared
frequency range.

STactile-kinesthetic, or tactual [30], feedback is composed of the tactile
and proprioceptive senses [31].
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Direct acquisition has the advantage of simplicity when
compared to indirect acquisition, i.e., one can obtain in-
dependent streams of data representing individual control
parameters. On the other hand, due to the independence of
the variables captured, direct acquisition techniques may
underestimate the interdependency of the various variables
obtained.

2) Sensor Characteristics and Musical Applica-
tions: Some authors consider that most important sensor
characteristics are sensitivity, stability, and repeatability
[46]. Other important characteristic relates to the linearity
and selectivity of the sensor’s output, its sensitivity to am-
bient conditions, etc. A more complete analysis proposes six
descriptive parameters applicable to sensors [47]: accuracy,
error, precision, resolution, span, and range.

In general instrumentation circuits, sensors typically need
to be both precise and accurate, and present a reasonable res-
olution. In the musical domain, it is often stressed that the
choice of a transducer technology matching a specific mu-
sical characteristic relates to human performance and per-
ception: for instance, mapping of the output of a sensor that
is precise but not accurate to a variable controlling loudness
may be satisfactory, but if it is used to control pitch, its inac-
curacy will probably be more noticeable.

In music, the use of commercially available sensors de-
veloped for other uses is the rule. Only a few researchers
have proposed sensors specifically designed for musical use,
for instance [48]. Various texts describe different sensors and
transducer technologies for general and musical applications,
such as [47], [5], and [49], respectively.

3) Analog-to-Digital Conversion: For the case of ges-
ture acquisition with the use of various sensors, the signals
obtained at the sensors outputs are usually available in an
analog format, basically in the form of voltage or current
signals. In order to be able to use these signals as computer
inputs, they need to be sampled and converted in a suitable
format, usually Musical Instrument Digital Interface (MIDI)
[50] or more advanced protocols such as Open Sound
Control (OSC) [51].

Various analog-to-MIDI converters have been proposed
and are widely available commercially. The first examples
had already been developed in the 1980s [52], [53].

Concerning the various discussions on the advantages and
drawbacks of the MIDI protocol and its use [54], strictly
speaking, nothing forces someone to use MIDI or prevents
the use of faster or different protocols. As already pointed
out, the limiting factor regarding speed and resolution is ba-
sically the specifications of the MIDI protocol, not the elec-
tronics involved in the design.

It is interesting to notice that many existing systems have
used communication protocols other than MIDI in order to
avoid speed and resolution limitations. One such system is
the rransducteur gestuel rétroactif (TGR) from ACROE [55].
Other papers have proposed different options to implement
gesture acquisition interfaces, such as using hardware ini-
tially designed for audio processing [56], [57].

4) Indirect Acquisition: As opposed to direct acqui-
sition, indirect acquisition provides information about

PROCEEDINGS OF THE IEEE, VOL. 92, NO. 4, APRIL 2004



performer actions from the evolution of structural properties
of the sound being produced by an instrument. In this case,
the only sensor is a microphone, i.e., a sensor measuring
pressure or gradient of pressure.

Due to the complexity of the information available in
the instrument’s sound captured by a microphone, various
real-time signal processing techniques are used in order to
distinguish the effect of a performer’s action from other
factors, e.g., the influence of the acoustical properties of the
room or the intrinsic properties of the instrument.

Generically, one could identify basic sound parameters to
be extracted in real-time [13] as follows.

 Short-time energy, related to the dynamic profile of the
signal, indicates the dynamic level of the sound but also
possible differences of the instrument position with re-
spect to the microphone.

e Fundamental frequency, related to the sound’s melodic
profile, gives information about fingering, for instance.

* Spectral envelope, representing the distribution of
sound partial amplitudes, may give information about
the resonating body of the instrument.

o Amplitudes, frequencies, and phases of sound partials
that can alone provide much of the information ob-
tained by the previous parameters.

Several works on indirect acquisition systems have already
been presented. They include both hybrid systems (using also
sensors), such as the hypercello [58] and pure indirect sys-
tems, such as the analysis of clarinet performances [35], [36]
and guitar [37], [38], [59].

5) Sampling Gestural Signals: Obviously, in order to
perform the analysis of the above or other parameters during
direct or indirect acquisition, it is important to consider the
correct sampling of the signal. According to the Nyquist
theorem, this frequency needs to be at least twice as high as
the maximum frequency of the signal to be sampled.

Although one could reasonably consider that frequencies
of performer actions can be limited to a few hertz, fast ac-
tions can potentially present higher frequencies. A typical
sampling frequency for gestural acquisition is 200 Hz [60].
Some systems may use higher values, up to 1 kHz [55], and
other researchers considered the ideal sampling frequency to
be around 4 kHz [56], [61].

C. Gestural Controllers

Once one or several sensors are assembled as part of a
unique device, this device is called a gestural controller.6

As cited above, the gestural controller is the part of the
DMI where physical interaction takes place. Physical inter-
action here means the actions of the performer, be they body
movements, empty-handed gestures, or object manipulation,
and the perception by the performer of the instrument’s status
and response by means of tactile-kinesthetic, visual, and au-
ditory senses.

6Called input device in HCL
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Fig. 2. J. B. Rovan holding a wx7, an instrument-like (saxophone)
controller by Yamaha.

Fig. 3. S. Goto and the SuperPolm, an instrument-inspired
controller (violin).

Due to the large range of human actions to be captured
by the controller’ and depending on the interaction context
where it will be used [12], its design may vary from case to
case. Existing controller designs can be classified as follows
(51, [12], [13].

o Instrument-like controllers (see Fig. 2), where the input
device design tends to reproduce each feature of an ex-
isting (acoustic) instrument in detail. Many examples
can be cited, such as electronic keyboards, guitars, sax-
ophones, marimbas, and so on.

o Instrument-inspired controllers that although largely
inspired by the existing instrument’s design, are con-
ceived for another use [62]. Fig. 3 presents one example
of such controller, the SuperPolm violin developed by
S. Goto, A. Terrier, and P. Pierrot [63], [64], where the
input device is loosely based on a violin shape, but is
used as a general device to control granular synthesis.

o Extended instruments are instruments augmented by
the addition of extra sensors [58], [65]. Commer-
cial augmented instruments included the Yamaha
Disklavier, used, for instance, in pieces by J.-C. Risset

7According to A. Mulder, a virtual musical instrument is ideally capable

of capturing any gesture from the universe of all possible human movements
and use them to produce any audible sound [16].
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Fig.4. M. Battier manipulating the Pacom, an alternate controller
designed by M. Starkier and P. Prevot.

Fig. 5. J.-P. Viollet using the WACOM graphic tablet.

[66], [67]. Other examples include the flute [68]-[70]
and the trumpet [71]-[73], but any existing acoustic
instrument may be extended to different degrees by
the addition of sensors.

* Alternate controllers (see, e.g., Fig. 4), whose design
does not follow that of an established instrument.
Some examples include the Hands [52], graphic
drawing tablets [74] (cf. Fig. 5), etc. For instance, an
unorthodox gestural controller using the shape of the
oral cavity has been proposed in [75].

For instrument-like controllers, although mostly rep-
resenting a simplified (first-order) model of the acoustic
instrument, many of the gestural skills developed by the per-
former on the acoustic counterparts can be readily applied to
the controller. Conversely, for a nonexpert performer, these
controllers present roughly the same constraints as those of
an acoustic instrument,’ i.e., technical difficulties inherent
to the former will have to be overcome by the nonexpert
performer.

Alternate controllers, on the other hand, allow the use of
other gesture vocabularies than those of traditional instru-
ment manipulation, thus being in principle less demanding
for nonexpert performers. Even so, performers still have to
develop specific skills for mastering these new gestural vo-
cabularies [52].

These controllers can furthermore be classified into dif-
ferent categories.

8This fact can be modified by the use of different mapping strategies, as
shown in [17].
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e Touch, expanded range, or immersive controllers
[76], depending on the amount of physical contact
required from the performer. Mulder also [76] sepa-
rates immersive controllers into internal, external, and
symbolic controllers according to the possibilities of
visualization of the control surface. In a different ap-
proach, Piringer [77] classifies immmersive controllers
into partial or completely immersive controllers.

* Individual or collaborative controllers [78], depending
on whether the instrument is performed by one or mul-
tiple performers at one time.

* Metaphorical or ad hoc controllers, and so on.

III. AN ANALYSIS OF EXISTING INPUT DEVICES

A reasonable number of input devices have been proposed
to perform real-time control of music [4], [79], most of them
resulting from composer’s/player’s idiosyncratic approaches
to personal artistic needs. These interfaces, although often
revolutionary in concept, have mostly remained specific to
the needs of their inventors. As an illustration, four examples
of gestural controllers are shown in Figs. 2-5.

The advantages and drawbacks of each controller type de-
pends mostly on the user goals and background, but unfor-
tunately systematic means of evaluating gestural controllers
are not available [12].

A systematic approach needs to be held according to engi-
neering principles: it is important to propose means to quan-
titatively evaluate existing designs® in order to identify their
strong and weak points and eventually come up with guide-
lines for the design of new input devices [48].

Another unsolved discussion relates to the interest of er-
gonomically designed, easy-to-use, and intuitive interfaces
for musical control. Several authors consider that new de-
vices designed according to ergonomical and cognitive prin-
ciples can become general tools for music performance [76],
[81]-[83]. Other authors claim that effort demanding and
hard-to-play instruments are the only ones that provide ex-
pressive possibilities to a performer, linking the concepts of
effort and expression [84]-[86].

A. Design Rationale: Engineering Versus Idiosyncratic
Approaches

The use of pure engineering/ergonomical approaches can
be challenged by the comparison with the evolution of input
device design in HCI. In fact, researcher W. Buxton [86]
provocatively considered HCI and ergonomics as failed sci-
ences. He argues that although a substantial volume of litera-
ture on input device evaluation/design in these two areas has
already been proposed, current available devices have bene-
fited little from all this knowledge.

The problem with both points of view—engineering
versus idiosyncratic—seems to be related to their applica-
tion context. While one can always question the engineering
approach by stressing the role of creativity against scientific
design [87], the proposition of scientific methodologies is a
key factor for the evaluation of existing gestural controllers.

9A similar situation occurs in others areas, such as haptic devices [80].
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Conversely, engineering methodologies, shall not prevent
the use of creativity in design, although this can be a side
effect of structured design rationales. But without a common
basis for evaluation, the differentiation between input devices
and simple gadgets turns out to be hazardous.

As stated before, the design of a new input device for
musical performance is generally directed toward the fulfill-
ment of specific and sometimes idiosyncratic musical goals,
but is always based on an engineering corpus of knowledge.
This technical background allows the choice of transducer
technologies and circuit designs that implement the interface
needed to perform the initial musical goals.!?

Therefore, although the final development goals are mu-
sical and, consequently, any criticism of these goals turns
into a question related to aesthetic preferences, their design
is based on engineering principles that can, and need, to be
evaluated and compared [48]. This evaluation is essential, for
instance, in the selection of existing input devices for per-
forming different tasks [74], but it can also be useful in the
identification of promising new opportunities for the design
of novel input devices [88].

B. Gestural Controller Design and Evaluation

It may also be useful to propose guidelines for the design
of new input devices based on knowledge from related fields,
such as experimental psychology, physiology, and HCI [7].

Taking the example of the research in HCI, many studies
have been carried out on the design and evaluation of input
devices for general (nonexpert) interaction. The most impor-
tant goal in these studies is the improvement of accuracy
and/or time response for a certain task.

Also, standard methodologies for tests have been pro-
posed and generally consist of pointing and/or dragging
tasks, where the size and distance between target squares are
used as tests parameters, following the relationship, known
as Fitts’ law [89].

In 1994, Vertegaal and collaborators presented a method-
ology, derived from standard HCI tests, that addressed the
comparison of input devices in a timbre navigation task [32],
[90]. Although innovative in this field, the methodology
used consisted of a pure selection (pointing and acquisition)
task, i.e., the context of the test was a navigation in a
four-parameter timbral space [91], not a standard musical
context in the sense of instrumental performance.

In a subsequent paper, Vertegaal et al. [81], [83] proposed
an attempt to systematically match a hypothetical musical
function (dynamic—absolute or relative—or static) to a spe-
cific sensor technology and to the feedback available with
this technology. This means that certain sensor technologies
would outperform others for a specific musical function. The
interest of this work is that it allows a designer to select a
sensor technology based on the proposed relationships, thus

10A description of several input device designs is proposed in [5], where
Bongers review his work at STEIM, Amsterdam, The Netherlands; the In-
stitute of Sonology, Den Haag, The Netherlands; and the Royal Academy
of Arts, Amsterdam, The Netherlands. Other good reviews of various con-
trollers has been presented by J. Paradiso in [4] and by Y. Nagashima in his
home page at http://nagasm.org.
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reducing the need for idiosyncratic solutions. An exploratory
evaluation of this methodology was presented in [92].

Another attempt to address the evaluation of well-known
HCI methodologies and their possible adaptation to the mu-
sical domain was presented in [12]. Although one cannot ex-
pect to use methodologies from other fields directly into the
musical domain, at least the analysis of similar developments
in better established fields may help find directions suitable
for the case of computer music.

IV. DEVELOPMENTS IN SOUND SYNTHESIS METHODS

On the other side of current trends regarding DMIs, the
design of sound generation units benefits from various
developments in sound synthesis. Sound synthesis is now
a well-established topic which has been intensively studied
for almost 50 years. It can be considered in its most general
meaning as the study of sound representations that leads to
appropriate implementation of sound generation devices.
This is based on the conception and development of models
for acoustic signals or instruments.

Several models for sound synthesis and processing have
been proposed these last 40 years. They can be classified
in two categories: physical models and signal models. The
principle of physical models is to analytically describe the
mechanical and acoustic behavior of musical instruments
(or more generally of sound generators) in order to simulate
them [2]. This results in an integro-differential equation
system. Sound synthesis consists then in solving this system
with specific initial and boundary conditions by using finite
elements approaches or a modular decomposition followed
by a simulation procedure. Physical models are especially
useful for a realistic simulation of a given acoustic instru-
ment and several models of musical instruments exist and
are currently commercially available. The modular approach
is much preferred in a musical context for its flexibility,
despite some simplification and/or approximation. The
most popular systems so far have been wave-guides [93],
spring-mass systems [29], and modal synthesis [94]. As
regards physical modeling, sound representation is id-
iosyncratic to the structure of the instrument that generates
the sound. Disadvantages of physical models include the
lack of analysis methods and the difficulties of developing
interpolation or extrapolation mechanisms that preserve a
high degree of perceptual coherence and remain control-
lable by performers gesture controls, with the exception of
instruments that share a similar structure (violin, and viola,
trumpet and trombone, etc.) or in very anecdotal situations
[73].

On the other hand, the signal model is based on a phe-
nomenological approach, which uses abstract mathematical
structures for the coding of spectral and/or temporal prop-
erties of sounds [22]. There is no explicit reference to the
instrument which produces the sound. Among the more
popular signal models are the phase vocoder, the additive
synthesis, the source-filter model, and FM synthesis. These
models essentially code spectral characteristics as auditive
perception is mainly related to the spectral content of sound
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signals. In practice, signal modeling consists in an abstract
structure, like a signal processing structure, designed to
store information related to perceptual effects (such as
formant parameters) within the structure’s parameters (such
as the coefficients of a second-order filter). In practice, most
of the signal modeling synthesis techniques are based on
the representation of a spectral information and code in
more or less condensed structure frequencies, amplitudes,
and phase of sound signals (e.g., additive synthesis, phase
vocoder, source-filter synthesis) [1]. Signal models, with the
notable exception of FM, present the advantage of having
well-developed analysis tools that allow for the extraction of
parameters corresponding to a given sound. Therefore, the
morphing of parameters from different sounds can lead to
continuous transformations between different instruments.
Although not necessarily reproducing the full behavior of the
original instrument, the flexibility allowed by signal models
may be interesting for the prototyping of control strategies,
since the mapping is left to the instrument designer.

A. Simulation and Extrapolation

There are usually two approaches in synthesizing sounds:
we call them here simulation and extrapolation.

Simulation consists in an accurate reproduction of
existing sound signals. This often implies the use of an
analysis/resynthesis procedure. In the context of real-time
application, simulation would be typically controlled by
instrument-like controllers. Apart of the already mentioned
economical aspect, the other interest of simulation is a
scientific one: the idea is to validate sound synthesis models
by showing that they are able to represent the largest class
of sounds in order to increase our knowledge of musical
instrument, playing conditions, and more specifically on
the sound characteristics’ evolution according to various
instrumental gestures.

Extrapolation consists in using synthesis models, outside
the normal range of parameters, or conditions other than
those usually met in natural instrumental situations. The
goal here is to create new sounds. In an extrapolation
context, signal models have an edge on physical models,
which results from the continuous behavior of their working
mode: a continuous variation of parameters always provide
the user with a sound signal (even though this sound signal
might not be musically interesting). On the other hand, a
physical model might abruptly stop generating sounds or
might change its working mode. In the case of a clarinet, for
example, a too high blowing pressure might push the reed
against the mouthpiece and stop sound generation, instead
of continuously increasing sound level.

V. MAPPING OF GESTURAL VARIABLES TO SYNTHESIS
INPUTS

Once gesture variables are available either from indepen-
dent sensors or as a result of signal analysis techniques in
the case of indirect acquisition, one then needs to relate these
output variables to the available synthesis input variables.
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Depending on the sound synthesis method to be used, the
number and characteristics of these input variables may vary.
For signal model methods, one may have: 1) amplitudes, fre-
quencies, and phases of sinusoidal sound partials for addi-
tive synthesis; 2) an excitation frequency plus each formant’s
center frequency, bandwidth, amplitude, and skew for for-
mant synthesis; 3) carrier and modulation coefficients (c: m
ratio) for FM synthesis, etc. It is clear that the relationship
between the gestural variables and the synthesis inputs avail-
able is far from obvious.

For the case of physical models, the available input vari-
ables are usually the physical parameters of an instrument,
such as blow pressure, bow velocity, etc. In this context, the
mapping of gestures to the synthesis inputs seems to be more
evident, since the relation of these inputs to the synthesis al-
gorithm are directly mapped by the multiple dependencies
based on the physics of the particular instrument.

A. Systematic Study of Mapping

The systematic study of mapping in computer music is an
area that has only recently received substantial attention.!!
Until now, few works have been proposed that analyze the in-
fluence of mapping on DMI performance or suggested ways
to define mappings to relate controller variables to synthesis
inputs. Examples include [8], [17], and [96]-[113].

B. Mapping for General Musical Performance

Although simple one-to-one or direct mappings are by far
the most commonly used, other mapping strategies can be
used. For instance, through the use of several mapping strate-
gies, it has been shown that for the same gestural controller
and synthesis algorithm, the choice of mapping strategy be-
came the determinant factor concerning the expressivity of
the instrument [17].

The definition of mapping strategies using instrument-like
and perhaps instrument-inspired controllers can benefit from
our knowledge of the physics of acoustic instrument. But
in the case of an alternate controllers, the possible mapping
strategies to be applied are far from obvious, since no model
of the mappings strategies to be used is available. Even so, it
can be demonstrated that the choice of mappings influences
user performance for the manipulation of general input de-
vices in a musical context.

An interesting work by A. Hunt and collaborators [8],
[104], [114] presented a study on the influence over time
of the choice of mapping strategy on subject performance
in real-time musical control tasks. User performance was
measured over a period of several weeks and showed that
complex mapping strategies used with the multiparametric
instrument allowed better performance than simpler map-
pings for complex tasks and also that performance with
complex mapping strategies improved over time.

1A recent issue of the journal Organized Sound, on mapping strategies
for real-time computer music, guest edited by the first author, presents an
overview of the state-of-the-art concerning developments on mapping in
computer music [95].
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C. A Model of Mapping as Multiple Layers

Mapping can be implemented as a single layer [96], [100]
between controller outputs and synthesis inputs. In this case,
a change of either the gestural controller or synthesis algo-
rithm would imply the definition of a different mapping.

One way to overcome this situation is the definition of
mapping as two (or possibly more) independent layers: a
mapping of control variables to intermediate parameters and
a mapping of intermediate parameters to synthesis variables
[98], [102], [103].

This means that the use of different gestural controllers
would necessitate the use of different mappings in the first
layer, but the second layer, between intermediate parameters
and synthesis parameters, would remain unchanged. Con-
versely, changing the synthesis method involves the adapta-
tion of the second layer, considering that the same abstract
parameters can be used, but does not interfere with the first
layer, therefore being transparent to the performer.

The definition of those intermediate parameters or an in-
termediate abstract parameter layer can be based on percep-
tual variables such as timbre, loudness, and pitch, but can be
based on other perceptual characteristics of sounds, [115],
[116] or have no relationship to perception, being then arbi-
trarily chosen by the composer or performer [103].

Conversely, more than two layers of mapping can be de-
fined. For instance, designs using three layers have been pro-
posed in [111] and [117]. Multiple layer designs potentially
facilitate mappings between layers, where one-to-one rela-
tionships may become more meaningful. This means that it
is a tradeoff between simplifying the mappings and making
the layer structure more complex.

VI. AN EXAMPLE OF APPLICATION: GESTURALLY
CONTROLLED DIGITAL AUDIO EFFECTS

We have chosen to present an innovative example of ap-
plication of the above discussion where we take into account
performer expressive movements—a kind of gesture which
is usually not considered in general input devices for musical
expression—and use these as a variable to improve the natu-
ralness of sounds generated by synthesis.

The implementation of the effects of these gestures results
in a simple extension of the synthesizer, basically a sound
processing module similar to existing digital audio effects
units.

An extension of this research is the development of natu-
rally controlled digital audio effects for musical applications.

A. Ancillary Movements of Performers and Their
Acoustical Effects

As discussed in Section II-A, musicians constantly per-
form movements not directly related to sound production
[118]. For the case of a woodwind instrument performer,
these movements can consist of postural adjustments, up-
ward/downward movements of the instrument, and circular
patterns, among others [119]. It has been shown that these
movements are consistent and, therefore, can be considered
as part of the performance [120].
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x(n) ) y(n)

Fig. 6. Symbolic representation of the two-path acoustical
propagation system.

Furthermore, it is interesting to note that performer
movements—for the case of woodwind instruments!2—may
influence the sound produced and recorded under close
microphone conditions.

Considering the case of a clarinet, for standard recording
conditions [121], movements of the instrument will cause
significant amplitude modulations (and even cancellations)
of sinusoidal sound partials due to the displacement of the
sound source (the open holes) with respect to a microphone,
depending on its position. The authors have presented a
detailed report of the analysis of several clarinet samples
recorded in various acoustically controlled conditions,
including an anechoic chamber [26]. This was done in order
to investigate and evaluate the effects of ancillary performer
gestures on the timbre of the instrument. We have shown
that the influence of ancillary gestures mostly results from
the reflection off the floor, as compared to variations in
the mouthpiece, directivity effects, or speed of performer
movements.

The floor reflection, which is, in this case, the first re-
flection of the room reverberation, interferes with the di-
rect sound of the clarinet. This effect can be represented by
a simple model consisting of two delay lines each one in-
cluding a variable delay p (expressed in samples), and a vari-
able gain g. The first (characterized by p1, g1) represents the
propagation of the direct sound, while the second one (ps,
g2, with p; < ps) represents the propagation of the sound
that reflects off the floor. For a fixed position of the clarinet,
the transfer function H(z) of this model (cf. Fig. 6) can be
written as

H(z) = 127" + g227" ¢y
that factorizes into
H(z) = g1z~ " Hc(2) @
where H,. is a comb filter
Ho(z)=1+az7P 3)
with & = (g2/g1) and D = py — p;.

The magnitude of the frequency response of such a system
exhibits an interleaved structure of evenly spaced soft peaks
at frequencies f,(k) = k(1/D) (k being an integer), and
sharp dips at frequencies f4(k) = (k — (1/2))(1/D). As

12And any other instrument for which sound sources move with performer
gestures, such as strings, brass, etc.
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Fig. 7. Frequency response of the two-path system for a delay
difference of 2.4 ms and o = 1.

Fig. 8. Room response measurements with excitation provided by
a loudspeaker connected to a clarinet tube.

an example,'3 Fig. 7 shows a plot of the frequency response
where zeroes are distributed at odd harmonic locations of
fa(l) = 208 Hz, while poles lie on harmonic locations of
fp(1) = 416 Hz.

There are several factors that influence the specific values
of the two gains g and the two delays p. These have been
discussed in detail in [122].

B. Gain and Delay Measurements

In order to validate the above model, gain and delay
parameters were determined using experimental measure-
ments through the estimation of the concert hall’s impulse
responses.

To achieve this goal, we have used standard techniques for
impulse response estimations. For these measurements, the
sound was generated by using a loudspeaker connected to a
clarinet tube, all side holes closed. The temporal response of
the global system (clarinet, microphone, and auditorium) was
recorded for several clarinet orientation angles, as shown in
Fig. 8.

Table 1 shows the values for the gain and the delay of
the direct sound and of the first reflection, measured by a

13 Assuming that the amplitudes of the direct sound and of the first reflec-
tion are equal (i.e. « = 1), and that the delay difference D = p>—p; = 106
samples (i.e. 2.4 ms at a sampling rate of 44 100 Hz, which represents a dis-
tance difference of 0.792 m).
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Table 1
Measurements of Gain and Time Delay—Direct Sound and
the First Reflection

Angle [degrees] g1 [dB] g2 [dB] p1 [ms] p2 [ms]
0 -49 -47 10.7 12.7
15 -48 -45 10.2 12.3
30 -47 -44 9.7 12.1
45 -46 -43.5 9.2 12.1
60 -43.5 -43.5 8.7 12.2
75 -42 -44.5 83 12.5
90 -39 -47 8.0 13.0

80 ........ 1 0 ....... 20 ..... 30 ....... 40 ..... 5060 ...... 7 0 80 éo

vertical angle (degrees)

Fig. 9. Delay of direct sound (p1) and first reflection (p2)
measured in the auditorium excited by the experimental device
shown in Fig. 8.

microphone at 2 m away from the mouthpiece, at a height of
2 m.

Fig. 9 shows the delays obtained for the direct sound (p;)
and for the first reflection (p2), under the conditions de-
scribed above.

When moving the clarinet tube from the horizontal to the
vertical position, the delay difference evolves from 2 to 5 ms,
which generates a harmonic structure of zeroes in the spec-
trum, the fundamental frequency of which decreases from
250 down to 100 Hz. For sound whose partial frequencies co-
incide with the positions of the zeroes of the system, a strong
attenuation will be noticed. The same will also happen for
the odd multiples of these frequencies.

Considering that the samples’ recording conditions
throughout this research comply with the standard clarinet
recording procedures suggested in the literature (cf. [121]),
and also that a clarinet player will most likely produce
ancillary gestures during a performance (cf. [119], [120]),
it is reasonable to expect that, in these circumstances,
modulations are an integral part of the recorded sound.

C. Real-Time Simulation

A real-time implementation of the model presented in
Fig. 6 has been performed in jMax, the Institut de Recherche
et Coordination Acoustique Musique’s (IRCAM’s) real-time
synthesis and audio processing environment.

PROCEEDINGS OF THE IEEE, VOL. 92, NO. 4, APRIL 2004



it

ity

il

27

= =
&
i
i
7
2R
2
=
T

>

A A

=

=

S

S r——
e ~—

A

i~

amplitude of partials (dB)
I AT ORI
S o &G o o
7

b
= <4

Z =77

¥

-

a3 <<

-

B
—

1]

0 5 10 15 20 25 30
time (s)
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The sound input x[n] to the model shown in Fig. 6 is a 5-s
musical excerpt recorded in an anechoic chamber. We then
simulate five different 5-s angular movements with a slider
that controls the orientation angle (cf. Fig. 10). This angle is
used for table lookup of gain and delay values for the direct
sound and first reflection, as shown in Table 1.

This results in a timbre modulation that sounds similar to a
flanging effect. This effect, which is often used in recording
studios, consists of adding to a signal a slightly delayed copy
of itself. This constitutes a comb filter structure that is very
similar to the two-path acoustical propagation system pre-
sented in Section VI-A.

By changing the delay, one makes the dips sweep over
the spectrum of the input signal, causing a very recognizable
sound effect. Commercial flangers control the delay varia-
tions through the use of a low-frequency oscillator (LFO)
waveform and present typical delay values evolving between
1 and 10 ms [123]. As these periodic variations may be per-
ceived to be repetitive, some authors have proposed improve-
ments by adding random variations to the LFO waveform
[124].

Considering the structural analogy presented above, it
seems that a further improvement in the control of flanger
effects is to modify its delay and gain (or depth) parameters
by performer gestures that naturally occur during instru-
mental performances. These gestures imply variations that
are neither too repetitive nor random, and are tightly related
to musical events being performed.

The amplitude modulation effect on sound partials can
also appear in other circumstances, such as a beating ef-
fect in instruments having several slightly detuned strings
associated to the same note, as in the case of a piano. Con-
versely, a similar modulation effect can be produced by a
fixed comb filter applied to a time-varying spectrum, as in
the case of sound coloration in auditoriums. The lack of such
modulation in electronic sounds, in electric instruments, or
in “sanitized” sounds recorded in absorbing rooms, is likely

WANDERLEY AND DEPALLE: GESTURAL CONTROL OF SOUND SYNTHESIS

to explain the success of flanger devices in modern studio
technology.

VII. CONCLUSION

This paper presented a critical review of various topics re-
lated to real-time, gesturally controlled computer-generated
sound.

Starting from the specificities of the interaction between a
human and a computer in various musical contexts, we have
described in detail one interaction metaphor for music/sound
control. We have focused on the specific case of real-time
gestural control of sound synthesis, by presenting and dis-
cussing the various constituent parts of a DMI.

We have then claimed that a balanced analysis of these
constituent parts is an essential step toward the design of new
instruments, although current developments many times tend
to focus either on the design of new gestural controllers or on
the proposition of different synthesis algorithms.

We have finally illustrated these aspects on a case study
that methodologically analyzed the effect of ancillary ges-
tures on the sound produced. We furthermore proposed a
model of this effect and presented simulation results that in-
dicate the necessity of a more lively control of digital audio
effects and computer-generated sound.
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