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Abstract

When a projector is oblique with respect to a planar dis-
play surface, it createskeystoning andthe projectedimageis
distorted. WWe present a rendering technique to display per-
spectively correct imagesfor a moving user. Thisallowsus-
ing roughly aligned projectors and eliminates the need for
frequent electro-mechanical adjustments.

The rendering process has no additional cost and can be
implemented with traditional graphics hardware. \WWe com-
pute the collineation induced due to the display plane dur-
ing preprocessing. The main idea of the paper isto usethis
collineation to render and warp the images of 3D scenesin
a single pass via approximation of the depth buffer. We also
describe how this method can be extended to display systems
with multiple overlapping projectors. Thistechnique can be
easily used in CAVE, Immersive Workbenches and Power-
Walls.

1 Introduction

Projectors are typically mounted in such away that their
optical axis is perpendicular to the planar display surface.
Such configurations are also used in immersive environ-
ments to render perspectively correct imagery for a head-
tracked moving user. They include CAVE [4], PowerWall
[1Q] (m x n array of projectors) or ImmersiveDesk (back-lit
and tilted desktop workbenches) [5][11][1]. By design, typ-
ical display systemstry to maintain the image plane parallel
tothe planeof thedisplay surface. However, thisleadstothe
need of constant electro-mechanical alignment and calibra-
tion of the projectors, screens and the supporting structure.

When the projector optical axis is not perpendicular to
the display screen, the resultant image is keystoned and ap-
pearsdistorted (Fig 1). Wewill call thistype of projection as
oblique projection and the traditional projection as orthog-
onal projection. When a projector is roughly positioned, it
is generally oblique. Even if the projector is orthogonally
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Figure 1. (a) Traditional projectors are or-
thogonal and create rectangular images (b)
Oblique projectors create keystoned images.

positioned in large display systems, after a period of time
it can become oblique due to mechanical or thermal vari-
ations. We address the problem of rendering perspectively
correct images with oblique projectors. Our goal isto avoid
frequent mechanical adjustments and instead, compensate
for the image distortion using the graphics pipeline. Some
techniquesalready exist to pre-warp theimagesto avoid vis-
ible distortion. However, our technique achievesthe results
without additional cost of rendering or affecting the visual
quality. We use the collineation between the points on the
display screen and the projector pixels, induced due to the
planarity of thescreen. By using the collineation during ren-
dering we show that oblique projectors can be used to eas-
ily create immersive displays. We use traditional graphics
pipeline with a modified projection matrix and an approxi-
mation of the depth-buffer.

1.1 Previous Approach

In most cases, the problem of obliqueness is avoided
simply by design. The orthogona projectors create well-
defined rectangular images. In some projectors the pro-
jected cone appears to be off-axis, but the display screen
is still perpendicular to the optical axis. In workbenches



[5], mirrors are used, but the resultant image is designed
to appear rectangular (corresponding to rectangular frame-
buffers). Great efforts are taken to ensure that the projec-
tor image planeis parallel to the display screen and that the
corner pixels are matched to pre-defined locations on the
screen. This leads to expensive maintenance and frequent
adjustments of the projectors, screens and the supporting
structure. Thestructureitself isusually very largeand rigid.
In CRT projectors, some distortions are corrected by adjust-
ing viaa simple electromagnetic warp in the driving circuit.
However, it is not applicable to newer, compact digital pro-
jectors.

When the projectorsare oblique, a popular techniqueim-
plemented in softwareisto use atwo-pass rendering method
to pre-warp the projected image. In the first pass, one com-
putes the image of the 3D virtual scene from the viewpoint
of thehead-tracked user. Theresultisstoredin texturemem-
ory and in the second pass theimage iswarped using texture
mapping. Thiswarped imagewhen displayed by the projec-
tor appears perspectively correct to the user. Such two-pass
rendering techniques have been used for planar surfaces[15]
aswell asirregular display surfaces[6][13][14][12]. Some
digital projectors also provide limited keystone correction
facility by warping images before they are projected.

The second pass of rendering increases the computation
cost and in the case of immersive displaysmay also increase
the rendering latency. In addition, texture mapping of lim-
ited resolutionimage of theresult of thefirst passleadstore-
sampling artifacts such as aliasing and jaggies. Due theloss
inthevisua quality, such two-passtechniquesareavoidedin
most of the popular setupsand currently used only in experi-
mental systems. The two-pass techniques may become use-
ful when the projectors with very high resolution are avail-
able.

1.2 Single-passApproach

In our approach, we use a single-pass technique to
achieve rendering and warping. There are three logical
steps. We first compute the image of the virtual 3D scene
assuming the projector isorthogonal. Thenwewarp thisim-
age to compensate for the obliqueness of the projector using
the collineation between display planeand projector’ simage
plane. Thedepth valuesare al so affected duetothewarping,
and hence they are transformed so that they can be used for
visibility computations. However, all thethree stepsareim-
plemented using asingle 4 x 4 projection matrix as in the
traditional rendering using graphics hardware. Hence, the
rendering isperformed without any additional cost and at the
resolution of the framebuffer.

Section 2 describes the details of creating a projection
matrix that can achieve rendering and warping. Section
3 addresses the problem of non-linearity introduced in the

depth buffer values. In section 4, we describe how the tech-
niques can be used for display systems with multiple pro-
jectors creating images on a shared planar surface. Details
of our prototypeimplementation arein section 5. In this pa-
per, wewill focuson front projection display system, but the
techniques are applicableto rear projection systems such as
CAVE or Immersive Workbenches as well.
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Figure 2. (a) Oblique projectors can be used
to create perspectively correct imagery of vir-
tual 3D scenes. (b) A simple off-axis projec-
tion matrix Pris sufficient for orthogonal pro-
jectors.

2 ObliqueProjection

Consider rendering images of virtual 3D objects for a
moving user using an oblique projector. As shown in Fig
2(a), let us say the user isat 1I". For planar display surfaces,
the virtual 3D point V' on the object must be displayed at
M. Since the projector pixel mp illuminates the point M
on the screen, the corresponding rendering process should
map point V' to pixel mp. This can be achieved in two
steps. First compute the image of V' from the user location
T, which we denote by m¢ (Fig 2(b)). Then find the map-
ping between my and mp (Fig 3). A simple observation is
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Figure 3. The modified projection matrix
achieves off-axis projection Pr followed by
a collineation A;x4.

that the two images of a common virtual point are related
by a collineation induced by the plane of the screen. The
collineation is well known to be a3 x 3 matrix defined up
to scale, which we denote by A. This observation allows
usto create a new projection matrix as a product of atradi-
tional off-axis projection matrix, Py (from the user’s view-
point) and a matrix, A4« 4 (fromthe 3 x 3 collineation ma-
trix).

2.1 Orthogonal Projection

The first step of creating image mr for V' for a given
user location is same asthe process of displaying images as-
suming orthogonal projectors (Fig 2(b)). Themethod is cur-
rently used in many immersive display systems. Here we
will describe amore general techniquethat will be extended
in the next subsection. We also need to deal with possibly
non-rectangular projected image.

Without a loss of generality, let us assume that the dis-
play plane, 11, is defined by z = 0. There are various ways
to create the projection matrix Pr and the corresponding
collineation matrix A4x4. We will use a method that up-
dates Pr as the user moves but the collineation matrix re-
mains constant.

Let us consider the definition of Pr for the user at 7.
We create an (world coordinate) axis aligned rectangle S on
11 bounding the keystoned quadrilateral illuminated by the
projector. Define a view frustum by first creating a pyra-
mid with T = [T}, T, T.] and the four corners of S. If
the depth of near and far plane is z, and z;, respectively,
then truncate the pyramid with planes, z = T, — z, and
,z = 1, — zy. The process of creating the view frus-
tum is similar to the one used in graphics APIs (such as
OpenGL's glFrustum setup) and hence can be easily im-

plemented. The projection matrix for this view frustum is,
Pr = Frustum(T, S, zp, z¢)Translate(—T) and is up-
dated as the user moves.

If the projector was orthogonal, S could be the same as
the rectangular areailluminated by the projector. However,
even if the area is not rectangular (because, say, the shape
of framebuffer chosen for projection isnot rectangular), the
projection matrix Pr can be used to render correct images.
Thistechnique, for example, can be used for immersive pla-
nar displays with traditional orthogonal projectors.

2.2 Coallineation

The image calculated assuming orthogonal projector
can be corrected to compensate for the obliqueness using
collineation. The collineation between image created with
Prp and the image to be rendered in projector’s framebuffer
is induced due to the plane of the screen. The collineation
matrix, Asxs iswell-known to be defined up to scale and
maps pixel coordinates from one image to a second image
[7][3]. We need to compute the 8 unknown parameters of
As s that relates the two images of V': mp dueto Pr, and
itsimagein projector, mp.

mp = Azxzmr
mpyx a1 a2 G13 My
M py = a21 aGg2 a23 mry N
1

asi asg 1 1

Note that the choice of view frustum for Pr makes
this collineation independent of the user location and
hence remains constant. (The symbol = denotes equal-
ity up to scale). If the 3D positions of points on 1T il-
luminated by four or more pixels of the projector are
known, the 8 parameters of the collineation matrix, A =
[an, a2, a13; a1, a2, as3; asi, asa, 1], can beeaS”y calcu-
lated. Since the collineation matrix remains constant, it can
be computed off-line. Thelmplementation section describes
a simple method to simultaneously calculate the required
collineation matrix and transformation between tracker and
world coordinate system.

2.3 Single-passRendering

We would ideally like to compute the pixel coordinates
mp directly from the 3D virtual point V. This can be
achieved by creating asingle matrix from As 3 and Pp. As
atraditional projection matrix, Pr transforms 3D homoge-
neous coordinates into 3D normalized homogeneous coor-
dinates (4 element vectors). Typically, one can obtain the
pixel coordinates after the perspectivedivision. We createa
new matrix, A4 to transform these normalized 3D coor-
dinatesto the projector pixel coordinates, but trying to keep



the depth values intact.

a1 a2z 0 a3
a a 0 a

e A
az1 azz 0 1

The complete projection matrix is Py = (AaxaPr). (Itis
easy to verlfy [um, Mpy, Mpz, l]T = A4><4PT[V, l]T.)
Thisachievesthe desired rendering and warping using asin-
gle projection matrix without additional cost. Theimagein
theframebuffer isgenerated in asingle passand hencethere
are no resampling artifacts. Finally, when the imageis pro-
jected on any surface coplanar with 11, the displayed virtua
object appears perspectively correct.

3 Visibility using Depth Buffer

Although the naive approach described above creates
correct images of virtual 3D points, it is important to note
that the traditional depth-buffer cannot be effectively used
for visibility and clipping.

3.1 Problemswith depth buffer

The depth values of virtual points between near and
far plane due to Pr are mapped to [—1,1]. Let us say,
[mea MTy, MTz, mTw]T = PT[‘/a l]T and mTz/mTw S
[—1, 1]. After callinestion, the new depth value, is actually

mrz

mp, = 3
P (ag1mrs + az2mry + MTow) 3

Themodified depth value (i) may not bein [—1, 1] result-
ing in undesirable clipping of the geometry with near and
far plane of the view frustum and (ii) is a function of pixel
coordinates, changes quadratically and hence cannot be lin-
early interpolated during scan conversionfor visibility com-
putation (Fig 4(b)). During traditional perspective projec-
tion rendering, homogeneous coordinates allow hyperbolic
interpolation of depth value so that the task for computing
depth values at each pixel during scan conversion involves
asimple linear interpolation. However, we cannot achieve
two successive hyperbolic interpolations. In other words,
we must first compute an image with Pr (“divide by w"),
and then warp the resultant image. Unfortunately, thisleads
to the two-pass rendering method which we are trying to
avoid: first render the image and load it in texture memory
and then achieve warping using texture mapping.

3.2 Approximation of depth buffer

We can achieve the rendering and warping in a single
pass, however, using an approximation of the depth buffer.
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Figure 4. The plot shows depth buffer values
along a scan line for points along constant
depth. (a) Using Pr (b) After collineation,
Ausx4Pr,the depth values range beyond [—1, 1]
and do not changelinearly (c) With an approx-
imation of depth-buffer, A/, ,Pr, traditional
graphics pipeline can be used to render per-
spectively correct images for a tracked mov-
ing user.

Notethat, because therectangle S is chosento belarger than
displayed imagery, mrg/mr., and myy/mry € [—1,1]
for points displayed inside S. Hence,

(1 - |a31| - |a32|)mTz
(ag1mrs + az2mry + MTow)

€ [_17 1] (4)

This will avoid undesired clipping with near and far
plane. Further, by construction of Pr, the angle between
projector’soptical axisand the normal of the planar surface
is same as the angle between the optical axisand normal of
retinal plane of view frustum for Pr. Thus, if thisangleis
small (i.e. |as1| and |asz| < 1), the depth values are modi-
fied but the changes are monotonic and almost linear across
the framebuffer as shown in Fig 4(c). The modified projec-
tion matrix is Al 4 Pr, where

ail a2 0 ais

0 a3
Al _ a1 a2 5
4x4 0 0 1-— |a31| — |a32| 0 ( )

as1  as2 0 1
4 Multiple Projectors

The sametechnique can a so be extended to register mul-
tiple overlapping projectors to create larger displays on a
wall. Some popular systems using m x n array of projec-
tors are PowerWall [10] and Information Mural [8]. The
major challenge is matching the adjacent images so that the



displayed image appears seamless. Again, thisis typically
achieved with rigid structure which is difficult to maintain
and needs frequent alignment. We can instead use roughly
aligned projectors or even relatively oblique projectors.

Consider two overlapping projectors creating seamless
images of virtual 3D scene on a shared planar surface. Let
us say the projection matrices for the two projectors are P;
and P,. We exploit the collineation between the images in
thetwo projector framebuffers. If the 3 x 3 collineation ma-
trix mapping pixel coordinates from projector 1 to those in
projector 2 is As1, then the projection matrix P can bere-
plmed with le = Ag1_4xaP1.

Note that, as we have seen earlier, although P will
create correct images of 3D virtual points, we cannot use
the traditional depth buffer for visibility and are forced to
use approximated depth values. If P itself is aresult of
oblique projection, so that P, = A/, , Pr, the correspond-
ing collineations Az 3, and Ag; are used together. In this
case, the axis-aligned rectangle S bounds the area illumi-
nated by both the projectors. Let ussay Az = A2 Azxs.
We first create the corresponding 4 x 4 matrix A% 4.4
(similar to equation 5). We then replace P> with P} =
Aax17_ax4Pr to achieve correct rendering, warping and
depth buffer transformation. In practice, it iseasier to com-
pute the collineation Az, than calibrating the projector and
computing the projection matrix .

It isalso necessary to achieveintensity blending of over-
lapping projector. Dueto the exact mapping defined by Az1,
itisvery easy to calculatethe actual quadrilateral (or triangle
in some cases) of overlap on screen as well as in projector
image space. The intensities of pixels lying in this quadri-
lateral in both projector are weighted to achieve intensity
roll-off [9][2][16] and necessary blending. The technique
for intensity blending in case of two-pass rendering are de-
scribed with more detailsin [14][15] and are applicable here
with minor modifications. Onthe other hand, cornersof pro-
jected regions can be truncated to create large and rectangu-
lar imagery with multiple projectors. The region in projec-
tor framebuffer is masked off by rendering a black polygon
at near plane.

5 Implementation

We have implemented a system with three overlapping
projectorsdisplayingimages on a12x8 ft planar screen. The
user is tracked with an optical tracking system. The origin
in world coordinate system (WC) is defined to be near the
center of projection of the first projector. The collineation
between desired image for the user and the first projector’s
framebuffer iscal culated using approximately 8 points. The
mapping between overlapping projectors’ pixels (again de-
scribed by a collineation) are actually computed by observ-
ing individual pixelsof each projector with a distortion-free

uncalibrated camera. The camera field of view covers pro-
jection of al three projectorsand collineation between each
projector and the cameraare computed. Notethat, we do not
need to determine explicit correspondences between pix-
els of overlapping projectors. For example, if A, isthe
collineation between first projector and the camera, and A2
isthe relationship between second projector and the camera,
then Az, issmply A A,

During preprocessing, one needs to compute the ex-
tent of projector illumination in WC, transformation be-
tween the tracker coordinate system (TC) and WC, and the
collineation Az 5. There are many ways of computing the
collineation and TC-WC transform. For example, one can
have pre-defined locations on screen with known 3D coor-
dinates (e.g. cornersof the cubein CAVE, or ruled surface
on aworkbench). In this case, it is relatively easy to com-
pute which projector pixels illuminate these markers and
then compute the unknown parameters.

Usually pre-defined markers are not available, for exam-
ple, when onewantsto simply aim aprojector at ascreenand
render head-tracked images. Many techniquesexist to com-
pute the desired transformation. We will describe a tech-
nique that computes the collineation and transformation si-
multaneously. Assume the screen defines the WC, the dis-
play plane Il = z = 0, plane normal (towards the user)
specifiesthe positive z-axiswith theorigin (preferably) near
the center of projected quadrilateral. We take tracker read-
ings of locations on the screenilluminated by turning onone
projector pixel at atime. We will compute the transforma-
tion between the tracker coordinate system and WC (with
origin on screen). Assign one of thelocation illuminated by
a projected pixel as origin of WC, O, and note its tracker
reading (effectively giving thetrandlation betweenoriginsin
both coordinate systems). To find the relative rotation, find
the best-fit planeintracker coordinatesfor thescreen, giving
the normal to the screen denoted by vector r3. Assign one
illuminated pixel in approximate horizontal direction, M.,
asapoint on WC x-axis. Find the vector MI¢ — OT¢ in
tracker coordinates, normalizeit to get vector r1. Therota-
tionisR = [r1; r3xrl; r3]. Thetransformationisgivenby
4x4matrix [R (—R*OT9); 000 1]. Transformthe 3D co-
ordinates of pointson screen illuminated by projector pixels
and finally compute the collineation As 3. Thecollineation
allows computation of extents of projector illumination in
WC and hence the axis-aligned bounding rectangle S.

For multiple overlapping projectors, we use the camera
to find collineation between the projected images and also
use the same information for computing weighting func-
tions for intensity blending. More details are available at
http: //mww.cs.unc.edu/"raskar/Planar/.



51 Summary of Techniques

Here are the sequence of steps suggested for using an
oblique projector to create immersive display.
During pre-processing :

e Turnonfour or more projector pixels, mp;...mp,, 0Ne
at atime and find the tracker reading of thelocationson
screen illuminated by these pixels, M;... M,,.

e Findtransformation between tracker and world coordi-
nate system as described above. We will denote trans-
formed points, which now lieon theplaneIl = z = 0,
by M.

e Find collineation, A p, between M and mp;. Using
App, compute 3D points on IT illuminated by corners
pixels of the projector. Then find axis aligned rectan-
gle, S, that bounds the four corners of the illuminated
quadrilateral (the min and max of 2 and y coordinates).

e For arandom user location T' (e.g. [0,0, 1000mm]),
compute Pr for a frustum created with S. Find nor-
malized image coordinates my; = PrM}'. Compute
thecollineation A3« 3, between mr; and projector pix-
elsmp;. Create A}, , using equation (5).

During run-time at every frame:

e Update 7" for the new user location and compute Pr
(using graphics API function such as glFrustum).

e Use A}, ,Pr asthe new projection matrix during ren-
dering.

As one can see, the only human intervention involved is
finding 3D tracker readings M; for surface points illumi-
nated by four of more projector pixelsm p;. [lluminate pro-
jector pixelsthat are distributed in framebuffer to improve
the accuracy of solution for Az 3 using least-squared error
method.

6 Applications

The new techniques can be easily used in current im-
mersive display systems. For example, inimmersive work-
benches, it is easy to take tracker readings at a few points
(illuminated by the projector), compute the collineation off-
line and then use the modified projection matrix for rest of
thesession. Thereisno need to worry about exact alignment
of the projector or possible shift in tracker/projector coordi-
nate transformations.

In CAVE, one can roughly align projectors so that they
actually create images larger than usable size of the screen.
Since the usable screen sections are already marked (we can

assume that the markers are stable as compared to the con-
figuration of projectors and mirror), one only needs to find
the projector pixels that illuminate those markers. The cor-
ners of the cube also allow geometric continuity across the
screensthat meet at right angles. The part of theimagery be-
ing projected outside the usable screen area can be masked
during rendering.

Finally, this technique is useful for quickly creating a
simple immersive display by setting up a screen, a projec-
tor and a tracking system. For stereo displays, the off-axis
projection matrix Pr is different for the left and the right
eye, but the collineation matrix As,s remains constant. As
shown in the video, the same technique can also be used
to create registered, seamlessimages with multiple overlap-
ping projectors.

6.1 Issues

The techniques are valid only when the assumed pin-
hole projection model (dua of the pin-hole camera model)
isvalid. Projectors typically have a limited depth of field
and hence when they are oblique all pixels may not be in
focus. Thus, the imagery in focus for only a limited range
of angles between the screen plane normal and the projec-
tor optical axis. The intensities across the screen are also
not uniformwhen projector image planeisnot parallel to the
screen. However, thiscan be easily compensated by chang-
ing the intensity weights during rendering (using, for ex-
ample alpha blending). The transformation of depth-buffer
values essentially reduces the usable range of depth values
and hence the depth resolution. Further we have not elim-
inated the non-linearity of the depth values. Although it is
not a problem when the projector is almost orthogonal, at
very large angles, one can see popping of hidden polygons
that are just behind polygons covering alarge areain image
space. To avoid popping, one can subdivide large polygons.
In practice, these side-effectsare very rare and as seenin the
video, available at the project webpage, the displayed im-
ages are visualy equivalent to those generated by orthogo-
nal projection systems.

7 Conclusion

We have presented atechniquethat allows rendering cor-
rect images even when the projectors are only roughly posi-
tioned. Techniquesfor pre-warping the images using atwo-
pass rendering are already available. However, the two ma-
jor advantages of our technique are that it does not increase
the cost of rendering and does not introduceresampling arti-
factssuch asaliasing. The technique of warping imagesof a
plane using collineation are well known, but we extend this
to rendering correct images of 3D scenes viaapproximation
of the depth buffer. Thepossibility of renderingimageswith



oblique projectorsthat are visually equivalent can eliminate
the need of cumbersome electro-mechanical adjustment of
projectors, screens and supporting structure.

Figure 5. (a) Example of image displayed by
a highly oblique projector which is keystoned
and but corrected using collineation. (b) Its
contribution to image displayed by three over-

lapped projectors after intensity blending.
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