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ABSTRACT
Emotions have huge impact on people’s voice. Research projects, which apply emotion impacts to speech synthesis, start to emerge recently. This paper described how common sense reasoning technologies could help text to speech (TTS) system understand emotions behind input texts, so the arguments of TTS system can be fine-tuned accordingly to synthesize speech correspondent to the emotions reside within the input texts, which opens the door for using synthesized speech as the production tool of audio applications/services.
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1. INTRODUCTION

More and more audio applications and services emerge in the market, for example, audio books and podcast. However, most of these audio applications/services are still recorded by human voice not generated by computer synthesized speech. Why people still prefer real human voice instead of synthesized speech while synthesized speech is getting better and better? 
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While comparing human voice and synthesized speech, 1) intelligibility, 2) intonation and rhythm – prosody, and 3) expressiveness are usually the points to measure [1]. Most research results of text to speech (TTS) system, or speech synthesizer, have great success these days in the first two points. It is harder and harder to tell the synthesized speech from voice of real people nowadays. However, most synthesis engines are designed to speak as a news reporter, which means the expressiveness, or affect, aspect is being neglected. Those synthesis engines fail to deliver human emotional information via the voice they synthesized, while emotions have huge impacts on human voices and people can obtain extra information from each other via emotions behind the speech. This maybe the main reason that why human voice is still preferred in abovementioned audio applications/services.

People’s physiological statuses are affected by emotions a lot, not mentioned the speech apparatus. In [2], some examples are given how emotions affect physiology and further more, the speech apparatus. For example, [2] points out that fear or anger can cause the increase of heart rate and blood pressure, which usually changes the respiratory movements in rate, depth, and patterns. In addition, mouth and occasional muscle tremor is dried. In this case, human speech tends to be faster and louder, and the higher frequencies have greatest energy. Pitch is also affected, like pitch range becomes wider, median pitch is higher than normal situation. On the other hand, the listeners can obtain emotional information of the speakers through the observation of those voice characteristics. Few speech synthesis engines, like [3], start to offer the capabilities for synthesizing emotional speech according to the emotional configuration set by users. 
The lack of research and development activities in TTS system for the affect aspect may due to the difficulties of automatic emotion extraction from input texts and fine-tuning parameters of synthesis engines, and common sense reasoning can be the solution. For example, the common sense reasoning tool developed in MIT Media Lab, ConceptNet, can guess the mood behind texts input by users, which provides the solution of abovementioned problems, the difficulties of automatic emotion extraction and synthesis engine parameters fine-tuning. In other words, combining common sense reasoning with TTS system may stimulate the speech synthesis research activities in affect aspect, and that is also what this paper proposed, building a TTS system that utilizes common sense reasoning technologies for emotional speech synthesis. This TTS system is named, AffectiveSynthesizer, and hopes AffectiveSynthesizer can kick off the era of using synthesized speech in emotion- needed audio applications/services. 
The rest of this paper is structured as follows: Related works will be introduced in the section 2. Section 3 will describe the design of AffectiveSynthesizer. Proposed evaluation methods will be explained in section 4. Conclusion and future works will be the end. 

2. RELATED WORKS
The related works can be divided into two main categories, emotion extraction and emotional speech synthesis. They sill be discussed separately in following sections.
Emotion extraction:

Liu, Liberman, and Selker used OpenMind ConceptNet, a common sense reasoning tool, to sense emotions reside in email texts [4], which helps to dig out implicit emotional information in emails. They also created a visualization tool [5] to represent the affective structure of text documents. These works proved the possibility to extract emotional information from input texts using common sense reasoning tool. However, how these projects use and represent extracted emotional information in texts is different from the goal of this AffectiveSynthesizer.

Emotional speech synthesis:

Cahn [1][6] explained how emotions affect speech synthesis and shown how affects can be added into speech synthesis process manually. Most speech synthesis engines [7][8][9] offer very little flexibility to fine-tune synthesis arguments, especially arguments may use to represent different emotions. Schröder and Trouvain implemented a TTS system, named MARY, supports emotional speech synthesis [3], which only supports German originally but can use to synthesize English now. These projects knocked the door of affective text-to-speech though users need to specify emotions in these projects. 
3. SYSTEM DESIGN
This section will describe how AffectiveSynthesizer is designed and implemented. The user interface part of AffectiveSynthesizer is developed in Java. The user interface part contains two main components, User Input Interface and MARY Client. User Input Interface is in charged of handling users’ input, including entering text and triggering speech synthesis, and interacting with common sense reasoning tool. MIT Media Lab’s OpenMind ConceptNet is chosen in this implementation. AffectiveSynthesizer’s speech synthesis mechanism is built based on the MARY’s [3] open source speech synthesis engine, which is a client server architecture designed system. This is why a MARY client is needed in the user interface part of AffectiveSynthesizer. The architecture of AffectiveSynthesizer is shown as Figure 1.
The User Input Interface component receives and parses users’ input texts, then passes parsed sentences one by one to ConceptNet server via XMLRPC when users triggered synthesis command. AffectiveSynthesizer utilizes the “guess_mood” function provided by ConceptNet, which estimates emotions of passed in texts. ConceptNet XMLRPC Server returns the emotion estimation in Java Vector type object and can be represented as following format: [happy, 15.0], [sad, 12.0], [angry, 11.0],[fearful, 7.0], [disgusted, 0.0], [surprised, 0.0], to User Input Interface component.
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Figure 1. AffectiveSynthesize System Architecture
Once User Input Interface component receives the emotion estimation results returned by ConceptNet XMLRPC server, it refers Table 1 [10][11] to map the returned estimated emotion to the emotional arguments - Activation, Evaluation, and Power – which can instruct MARY speech synthesis engine to generate synthesized speech that correspondent to various emotions. 
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The basic mapping, table lookup like process, is easy but may not be suitable for audio book like applications. The emotion should be considered in different levels, i.e. whole story levels, chapter levels, paragraph levels, and sentence levels. Current AffectiveSynthesizer implemented the emotion refinement algorithm in paragraph level and sentence level. The main idea of this refinement algorithm is to extract the overall emotion of the whole paragraph, then fine tune each sentence’s emotion according to the overall estimated emotion. In addition, if the consecutive sentences have same emotion, the weight of that emotion should be adjusted accordingly too. Therefore, the whole synthesized speech can have a baseline emotion, i.e. the emotion estimation of whole paragraph, but slightly different emotions for each sentence.  
PROPOSED EVALUATIONS
It is challenging to evaluate this system because it is hard for people to tell the exact emotion conveyed in the single sentence no matter it is human voice or synthesized speech. Therefore, the goal of the evaluation of this system is to examine the efficiency of sensing the emotion change. The evaluation can divide into two parts. The first part is that can users tell there is emotion change. The second part is that what is the direction of that emotion change leads to. The first part can be done in a process that users write down yes or no to indicate if they feel the emotion change or not at the end of each sentence, except the first sentence. If they wrote yes, it means they felt emotion change between two sentences, and no for they did not feel the change. This yes/no log can be compared with the emotion estimation record logged in the AffectiveSynthesizer to examine the emotion change significance in the synthesized speech. The second part of evaluation is done in a similar way that users can write down how they feel the emotion change next to yes if they felt the change. This log can be compared with emotion estimation record again to see the performance of AffectiveSynthesizer.
CONCLUSIONS AND FUTURE WORKS
AffectiveSynthesizer demonstrated the idea of using common sense reasoning tool, ConceptNet in this case, to extract emotions from input texts, and the extracted emotions can feed into proper speech synthesizer to generate emotional synthesized speech accordingly.
Further evaluations should be done soon to refine various arguments in the whole system to improve the performance. 
In addition, the current synthesis engine, MARY, does not provide finer granularity of synthesis refinement in word level, which can be improved to provide the functionalities like emphasizing certain words in single sentence for special purposes. 
Finally, hope the improved system can be use in the production of audio applications/services to prove the usefulness of this system.
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