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ABSTRACT

Human beings love to tell stories. Much of our daily interaction revolves around exchanging stories. Using modern technologies, tools are readily-available that allow us to share our stories with media such as photos or videos. This paper presents the first steps to creating an intelligent system that would allow users to interactively tell stories, namely, Storied Navigation. By using commonsense reasoning technology and analogies to stories that have been previously entered by other users, the system shows potential to deliver an enjoyable storytelling experience.
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INTRODUCTION

Capturing life events and sharing them with the rest of the world has become more and more prominent, especially with popular websites like YouTube[12].  While the possibility to create a variety of interesting stories using these videos exists, the viewing of these videos is currently a fragmented experience.
In attempting to create a system that aids a user in developing stories using a corpus of video clips, it is important that the system highlight meaningful relationships between the clips. While chronology is certainly an important relationship between the clips, it is not the only one or most interesting one (e.g. causality, establishing scenes, etc.) This paper discusses how we can use commonsense technology combined with analogies between stories to create a system that would enable a user to navigate a story word in which he could create a variety of stories using the same repository of video clips.
System DESIGN and interface
Question/Answer Scenario

The overall design of the system is a canvas where the user can use clips in an existing corpus to interactively develop interesting stories. The system interacts with the user using a question/answer scenario. The first question is a very generic one to the user: what is the story about? The user answers in a very general manner: the Presidential election. Progressively, the system asks more sophisticated and specific questions to the story. Users can also type in questions they wish to answer. The system will then provide clips that serve as answers to their questions. It does not automatically assign one particular clip as the answer, but rather suggests a couple of clips to the user. Users then have the ability to select which clip they want to use as the answer. A preliminary design of the interface is shown in Figure 1.
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Figure 1: Question/Answer System Design
There are 3 main challenges when considering this question/answering scenario:
1. Deriving context-relative questions for each video sequence in threads made by users

2. Suggesting video clips as plausible answers to a question

3. Designing a computational representation for a video sequence such that more sophisticated questions/answers (rather than the ones that are overly straightforward) can be generated

The first module of the system design is a semantic search engine that uses ConceptNet[2] and WordNet[1] to compare semantic similarity  between annotation of the videos and user input. This in turn helps us compare similarity between questions, between answers and video annotations, and between video annotations.
Story Representation
When considering solutions to the 3 main challenges previously mentioned, we looked at clips on YouTube and other repositories with the goal of capturing what types of questions people would have about particular clips. In other words, we wanted to find out what people were really curious about after watching the clips. 
Because most clips we saw (and presumably most clips that people would use) are character driven, we decided that people generally want to know “Why are people doing what they’re doing?” Although this seems like a very general and vague question that somebody would ask, examining the potential answers led us to a useful representation design to use for the video sequences. The design is compromised of three major types of motifs, including “external forces”, “internal desire”, and “values”.  For example, consider watching a sequence where Mike is helping the refugees of Hurricane Katrina. Meaningful results may be responded using these 3 motifs is the user asks questions like “Who is Mike?” “Why is he doing this?” if the sequences annotated him as him working for the government (external forces), enjoying in helping others (internal desire),enjoying helping others (internal desire), or talking about his sense of patriotism or sympathy (value). Using these 3 motifs along with Roger Schank’s theory for representing stories[10], we can solve the challenge of creating a representation to help us generate more sophisticated questions/answers.
Different Users
When considering what questions to ask, we also realized that there would be two different kinds of users using this system. The first type of user is one that already knows the video corpus very well. For example, in the Katrina example, this user would already know who Mike was and why he was helping the refugees. We will call this type of user a “system developer”. The second type of user is one that does not know the video corpus very well. We’ll call this type of user the “end-user”. 
Because the system developer can tell more meaningful and relevant stories using the video corpus, we want to exploit the knowledge they enter into the system to aid the end-users in the story navigation process. This idea is shown in Figure 2.
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Figure 2: Using knowledge entered by system developer
The system developer will create a graph where each video sequence is a node, and each directed edge coming out of that node is a question about the sequence that leads directly to video clips that serve as answers.  We will explain how this graph will be created in the next section.
As shown in Figure 2, the end-user will enter a question about the particular clip, and this question will be mapped to questions that the system developer has entered using WordNet and ConceptNet. After this mapping has been done, the system will be able to provide suggestions for clips that are answers to the users’ questions. Also, if the users wish, they can view of list of suggested questions (which will be generated from the questions that exist in the system developer’s graph for that clip), and once the users select a question the system will provide suggested clips for answers from the graph. Using this overall approach, the system can suggest plausible clips as answers to the users’ questions and appear more intelligent to the end-user, and also help the end-user in developing different story threads.
System Developers

While making the storytelling process for end-users is a priority, it is also important to provide the system developers with an enjoyable experience so that they will want to enter as many stories as possible. Figure 3 shows the overall process for creating the system developer’s graph.
In step 1, the system developer enters a story about the video corpus using free text. The sentences the developer enters are then fragmented into corresponding segments that will be attached to clips. Because stories are usually character driven, we assume the developer will enter the topic sentence of the story (including character’s name) as the first sentence. 
To develop an algorithm for fragmenting the story into segments, we use a tool that was previously developed to aid users in free-text storytelling. The tool was used to find similarities between user input and annotations of videos (using Montylingua[4], ConceptNet, and WordNet) that existed for an event at media lab, Roballet[5]. A user would input a sentence and the system would return the five most relevant clips in the video corpus. To fragment the story, we input the topic sentence and the second sentence of the story and keep track of the five video clips returned. We try the same thing with the topic sentence and third sentence, and if this combination returns 4 out 5 same clips as the topic and second sentence, then the second and third sentence are kept in the same fragment. Otherwise, the third sentence begins a new fragment. We continue process until we have segmented the entire story. For example, in Figure 4, a developer enters the story “Gustave is one of the dancers. He likes to suggest ideas for the dance. He gets very frustrated that he is only allowed to do what he is told.” The story is then fragmented into the first and second sentence, and the first and third sentence. For each fragment, a different set of five clips is shown at the bottom of the screen. The developer can then choose which fragments belong to which clips. The developer also has the option to modify the sentences that get fragmented by the system. Using this process, the developer has the flexibility to change any of the systems recommendations, but the system still provides an intelligent design using commonsense technology.
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 Figure 3: Overall process for creating system developer’s graph.
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Figure 4: System developer enters story about video corpus.
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Figure 5: Story is fragmented into segments that are similar.
After the story has been fragmented and the developer selects the corresponding clips, the sentences are attached to each of the clips (step 2). Then, in step 3, using tools such as ARIA as well as techniques discussed in the next section, the system can develop a set of questions for each of the clips using the text that was attached to it in step 2. Once these questions have been generated, step 4 will create the mapping between each of the questions and the clips that is an answer to that question. We are still thinking of ways to proceed with step 4.
Meaningful Questions

In step 3 of the process, we mentioned that we could use tools like ARIA to come up with questions about the clips. While we might get general template type questions (who,what,where,how,etc), we can also employ commonsense technology  to derive more sophisticated questions.  
One idea is to detect emotions in the fragments and ask questions related to the specific emotion. For example, if the text “at one point he was crying” is in the fragment, we can use ConceptNet to determine that crying is related to being sad, and ask the user “Why is he sad?” 
In well-developed stories, there are usually conflicts that arise, which are then resolved. We could use this idea to add to the overall navigation of the story world, in a sort of conflict/conflict resolution process. For example, if ConceptNet detects terms related to conflict in the fragment, we can ask the user “How was the conflict resolved?” This is another idea we further have to explore.
future work

As explained in the previous section, there is still research to be done on how we will implement steps 3 and 4 of the system developer graph generation process. Once we develop appropriate heuristics for these steps, the process of mapping end-user’s questions to system developer questions can be done using semantic similarity and common sense tools.

We can also use the question/answer scenario for other types of media, on all kinds of computational platforms. Furthermore, the “knowledge” (in terms of prompting better questions and answers) collected from system developers and the navigation of end-users in the story world can be used to help navigate other corpuses.  If a user does not have a corpus, we can use the knowledge we have collected to provide suggestions for where a story should proceed next. For example, imagine an author writing a book that suddenly comes up with writer’s block. Our knowledge could provide suggestions for where the story can proceed next.
Conclusion

In this paper, we introduced a novel system design for telling stories using a corpus of media, Storied Navigation. Using commonsense technology and stories that have been created by more knowledgeable users, we can provide users the guidance to interactively tell different stories using the same video corpus. While work remains to fine tune the process of generating an initial graph of questions/answers with knowledge from experienced users, initial steps show promise in creating an intelligent system. Once completed, our system will help collect knowledge that can be used as a general-purpose artificial intelligence resource that captures parts of the “storied thinking” nature in human intelligence[17]. 
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