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ABSTRACT

In this paper, we describe the design and implementation of a game called STORYFIGHTER that uses a system of causal reasoning and common sense database knowledge. The story has a predetermined start state and goal state, and the objective of the user is to alternate telling sentences with STORYFIGHTER to arrive at the goal state within a limited number of steps.
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INTRODUCTION

The motivation for STORYFIGHTER originated from a desire to combine common sense with the activity of storytelling. Storytelling has a degree of flexibility where a random sentence could follow a previous sentence and still make sense, such as “I woke up today. The dog barked.”  However, we wanted to make STORYFIGHTER use common sense reasoning to deduce a meaningful, related sentence in response to the user’s input. 

In addition to the challenge of maintaining continuity in the story meaning, we also wanted to make it harder for the user by limiting related words that the user could input to reach the goal state. These words we call tabooWords.  

An example interaction could be a start state of “John is sleepy”, and a goal state of “John is in prison.”  The user would choose a number of how many sentences they would type to arrive at the goal state, nsteps. This number is an assessment of the confidence of the user in their writing skills. The smaller the number of steps, the more challenging STORYFIGHTER makes the game, by increasing the number of taboo words, and by suggesting story sentences that would make it hard for the player to reach the goal state. STORYFIGHTER would respond to each of these sentences, so the total number of sentences in the final story would be 2*nsteps. The player would have to use their writings smarts to get around the taboo words and to reach the goal state in the specified number of steps!

IMPLEMENTATION

STORYFIGHTER uses a semantic net of causal predicates to generate response sentences to user inputs. If there are no inferences that can be deduced, then STORYFIGHTER queries the Open Mind Common Sense Database (Singh, 2002) for related common sense data sentences.

Currently the system uses 1-level inference reasoning using forward and backwards chaining, and the weights of the predicates were subjectively determined.  

NODE brave cashier sees a thief

EDGE

PRED hasConsequence

TARGET will call the police

SENTENCE if a brave cashier sees a thief then he or she will call the police

DIRECTION fw

WEIGHT 1.0


Figure 1. Representation of Semantic Net

The tabooWords are generated by querying Open Mind for synonyms of the words in the goal state.  For instance if the goal state is “John is in prison”, we would want to obtain related words to prison such as arrest, jail, prison, police. Initially we had thought to extract tabooWords from the user’s sentences, but because the user ultimately wants to arrive at the goal state, it would make more sense to derive from the sentences in the goal state. 
We extracted the significant portions of the user input sentence by limiting the user to set sentence patterns. If the user were given no constraints on their input, it would be nearly impossible for STORYFIGHTER to be able to know which words were the words were important. It would require more technology to semantically identify each word, and then rank them in terms of significance.


John tries to VERB a/an/the NOUN.


A/An/The NOUN VERB John OPTIONAL.


Figure 2. Examples of sentence patterns.

Using predetermined sentence patterns would allow us to pinpoint the keywords within the sentence, in forms of NOUN, VERB, ADJECTIVE, OPTIONAL. For each given sentence structure, it was subjectively determined which grammatical identifier would be the most significant. We ranked the keywords, and queried the semantic net for inferences on the highest ranked one. In the future, a better ranking algorithm would be developed. 
STORYFIGHTER ARCHITECTURE

The system’s story generation can be better understood with a model of the user / system interaction:

1. User is told the start state and goal state. 

2. User selects nsteps, and types the first sentence according to one of the sentence pattern.

3. The sentence is parsed into keywords, and the highest-ranking keyword for that sentence pattern is determined the queryWord.

4. The queryWord is searched in the semantic net using forward and backwards chaining.

5. If the queryWord has been found inside the semantic net, then the resulting inference sentence is saved as the system’s reply sentence. If more than one inference can be made about the queryWord, then the inference with the highest weight is selected.

6. If the queryWord has not been found inside the semantic net, then the system defaults to querying the Open Mind database for related common sense sayings. The first result is saved as the reply sentence.

7. The system generates tabooWords based on the words in the goal state, and only shows a limited subset. With each step, more and more tabooWords will be displayed.

8. The reply sentence is processed for final editing, making appropriate substitutions for more intelligent sentences, such as “you” for “John”, and “a/an” with “the.”

9. nsteps is decreased.

10. Graphically the system displays the final reply string, and the new nsteps, and the tabooWords.
CONCLUSION

The idea of context is hard to maintain for a computer application, and it was a challenge to  create a storytelling application. A lot of issues were solved using subjective decisions, such as how to extract meaning and significant keywords from the user sentences, how to generate tabooWords, and how to run casual reasoning to deduce meaningful inferences. 

The information found inside the Open Mind database could oftentimes not make sense, and the system would have no way of knowing that. Thus we chose to write our own semantic net with subjective weights and predicates, and default to querying Open Mind for information as backup.

FUTURE WORK

Future work will include making the game more challenging based on the number of steps selected, including more causal reasoning, and designing a better algorithm for the querying of the keywords.
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