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ABSTRACT

The Attribute Affinity Agent (AAA) breaks the tradition in user profiling and content recommendation that a larger database of profiles is required for recommendation. We present a technique and a prototype application that uses common sense to generate user profiles and applies them in content recommendation.
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INTRODUCTION

This paper introduces Attribute Affinity Agent (AAA), an interactive user profiling and content recommendation agent that searches for relevant products from Amazon.com’s inventory based on a user’s demographics information. Each user’s interests are represented by a list of concepts, derived from the ontology of the Open Mind Common sense Knowledge base (Singh, 2002). The concepts are then used to query Amazon for relevant products. The search results are then filtered using contextual keyword matching and recommended to the user.

The three main AI approaches to user profiling and content recommendation are machine learning (Jennings & Higuchi, 1993), collaborative filtering, and case based reasoning. They share the same workflow in that they observe the user’s behavior and gradually translate user activity data into preference rules. The accuracy of the profiling relies greatly on frequent interaction with the user, and is ineffective with a small user interaction history, which is often the case for online purchasing websites. We present a technique for creating user profiles from simple demographics information of the user, thereby eliminating the latency of building up the user’s profile.

Our technique relies on the Open Mind common sense database created at the MIT Media Lab. The public can enter in sentences that they feel qualify for common knowledge under several defined scenarios. Using an inference net created from Open Mind, we infer usres’ interests based on demographic information such as profession, religion, ethnicity, and age.

To demonstrate the potential of the technique, we implemented a content recommendation engine using the web-interface of Amazon. The system returns products from Amazon store based on the user profile.

APPROACH: WHY COMMON SENSE?

We believe that we can infer someone’s likes and dislikes from their profession, cultural background, ethnicity, and age. Open Mind database contains over 500,000 pieces of common sense, all we have to do is extract the relevant information. 

Open Mind is also an ever-expanding source of common sense knowledge. This ensures that the inference rules are up-to-date on current stereotypes, and scalable to more stereotypes and a more detailed demographic search.

SYSTEM OVERVIEW

Open Mind Common Sense Net

Open Mind Common Sense Net (OMCS Net) is a network of semantic nodes that was created by extracting predicate relations from Open Mind sentences. Connections between nodes in the network represent semantic connectedness. For example, the node “engineer” is connected to the node “science fiction” via the relation “hasWant”.

Profile Creation

The AAA interface allows the user to select their ethnicity, religion, profession, and age. Using these attributes, AAA mines all the nodes within the OMCS Net that are linked to the user’s attributes via the relation “hasWant”. Due to the nature of Open Mind, these nodes tend to be high level concepts such as “art”, “a big house”, but not specific objects. These nodes are termed “interest concepts”, are given a certainty score of 1.0, and are stored within the user’s profile.

To find actual instances of these “interest concepts”, AAA mines OMCS Net for all nodes that are linked to the concepts via the “isA” relation. These nodes are labeled “interest instances” and are scored with certainty of 0.75. The lower certainty accounts for contextual disparities and general noise within Open Mind.

AAA also generates a list of concepts that are related to the interest concepts. For every given interest node, it searches for other nodes that have similar names. For example, given the interest concept “art”, it will return nodes like “art gallery”, “art exhibition”, and “visual art”. These nodes are not added to the user’s profile, but instances of these concepts (using the same process described above), are stored in the profile with a certainty score of 0.5. The lower score reflects the possible disconnectedness of these interest instances.

Finally, AAA crawls OMCS Net for nodes that are connected to the interest node via the “collocate” relation. For example, the concept “artist” collocates with “paint brush”, “sculpture”. These nodes are termed related nodes and are given a certainty score of 0.25.

Content Recommendation

Once the user has chosen a product category, such as “books”, “DVDs”, or “music”, AAA will find products from Amazon.com and make recommendations to the user if the score is higher than a certain threshold. AAA queries Amazon once for each interest instances within the profile, using the interest instance as the keyword. The resulting products are then scored twice: first by matching the product’s genre with the user’s interest concepts, and second by keyword matching the product name with related concepts. The score of each product is increased by a factor of the score of the matching concept or instance.

Visualization

The recommendations are displayed in an interactive visual tree. The root node is “Amazon”, and its children are the various product categories, such as “DVDs” and “Books”. The children of each product category are genres within that category; each Amazon product is appended with its genre. The genres are compiled during the search, and each product is displayed as the children of its genre.

The nodes are selectable, and only the nodes within a distance of one are displayed. To navigate, the user clicks on a product category of interest, and the genres within the category are displayed. Then, by clicking on the genre of interest, the products within that genre are displayed.
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Figure 1 – screenshot of AAA

EVALUATION

Talk about a small study. (do the study first)

CSPRS compromises of a number of modular tools that can all be used individually for further development.  Although the current performance of the system is non-ideal, each of the individual tools can be incrementally improved, which will translate directly to a more useful system.  The current limiting factor is, unfortunately, the Open Mind Common Sense knowledge base.  Why? What can be done?  Other limitations?  
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