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effort. Furthermore, retrieval requires dealing with a
search engine or other application that imposes addi-
tional overhead on the process, even if only in terms of
starting and exiting the application to enter the key-
words. Because of this overhead, opportunities to use
images are often overlooked or ignored.

In the future, automated image analysis might be
able to identify people, places, and things in a photo-
graph and annotate the images. Although researchers
have made considerable progress in this area,1-3 we are
still far from being able to rely on this kind of
approach. Even if images can be roughly interpreted
automatically, many salient features exist only in the
user’s mind. Indexing the image requires a way to com-
municate these features to the machine. 

We’ve designed a user interface agent to facilitate—
rather than fully automate—the textual annotation
and retrieval process. The role of the agent lies not so
much in automatically performing the annotation and
retrieval but in detecting opportunities for performing
these functions and alerting the user to those oppor-
tunities. The agent can also make it as easy as possible
for the user to complete the operations when appro-
priate. 

NO PICTURE IS AN ISLAND
Whether taken by consumers to record their family

memories or by professionals in the course of a work
day, pictures are usually part of a story that might
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eorge Eastman’s original advertising slogan
for Eastman Kodak was “You push the but-
ton, we do the rest.” Eastman sought to
convince consumers that the technology of
photography, including Kodak’s products

and services, would act as their agent, recording their
memories. Initially, photography was a highly tech-
nical art that didn’t enjoy widespread adoption until
users began to believe that its mechanical details
wouldn’t overwhelm them. We tell this story not
because the goal of making technical innovations user-
friendly is unique to Kodak, but because the idea that
the user should express their wishes, then leave “the
rest” of the process to an agent, human or otherwise,
is a laudable goal for any technology.

Modern photography, especially digital photogra-
phy, has come a long way, but the process of making
and using photographs still requires more effort than
it should. Organizing and retrieving images stored in
a shoe box—or its digital equivalent—is so tedious
that people avoid doing it, and many photographs are
rarely seen again. Using software agents rather than
human labor can help reduce some of this tedium.
Currently, text labels can be used to annotate images
and store them in a relational database to retrieve later
using keywords. But users are unlikely to expend sub-
stantial effort to classify and categorize images in this
way in the hopes of facilitating future retrieval. Testing
shows that users simply won’t expend that much
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appear in a written document, in an e-mail message,
or on a Web page. Currently, software does not sup-
port any explicit connection between the applications
in which materials relevant to the story might appear
and the applications that store and organize the
images pertaining to them. Thus, using photographs
might involve several applications, while the task of
integrating the story is left to the user.

Imagine a scenario in which a doctor needs to use
images in a medical image library. Some of those
images might be pictures or test results from individ-
ual patients, and some might come from medical ref-
erence sources such as research journals or textbooks.
Searching, viewing, transmitting, and archiving the
images would require the doctor to to do a lot of work
using several different applications.

Our approach integrates image annotation,
retrieval, and use into a single application, eliminating
the confusing context-switch that using separate appli-
cations imposes. Much of what we call problem-solv-
ing intelligence is really the ability to identify what is
relevant and important in a context and to make that
knowledge available just in time.4 An integrated appli-
cation makes the appropriate context for relating text
and images available and conveniently accessible.

For example, when editing e-mail messages, typing
text descriptions often sets up a semantic context in
which retrieving relevant pictures would be appro-
priate. Seeing the pictures sets up a context for which
some textual descriptions might apply, which provides
an opportunity for annotation.

ARIA: A PROTOTYPE AGENT
We built the annotation and retrieval integration

agent—Aria—as a prototype application to test some
of these ideas. The initial implementation consists of
a standard Java Swing text editor coupled to a pane
containing a custom-built image retrieval and anno-
tation application. Figure 1 shows Aria’s screen con-
figuration.

Much like Remembrance5 and Letizia,6 both of
which observe certain kinds of user behavior, Aria
runs continuously and observes the user’s typing. Aria
analyzes the agent’s input to extract keywords from
the context surrounding the text cursor. We currently
use a straightforward approach of common infor-
mation-extraction heuristics7 similar to those used by
Web search engines to perform the text analysis, but
we are experimenting with other methods. Aria con-
tinuously displays keywords in the neighborhood of
the cursor in the box below the text editor pane. The
application uses the extracted keywords to query the
image database and displays a list of pictures ranked
in order of relevance in the column just to the right in
the text pane, as Figure 2 shows. Aria recomputes this
list at every keystroke.

One scenario might look like this: A doctor starts
typing in the editor, “Dear Dr. Bushko: Patient Chester
Autola is a 51-year-old male with ulcerative colitis.”
As the doctor types, Aria continually scans the text sur-
rounding the cursor and extracts the keywords
“Chester,” “Autola,” “male,” “ulcerative,” and “col-
itis.” The column to the right of the text editor displays
a sequence of images, each possibly annotated with a

Figure 1. Aria screen layout. At the bottom of the text editor, Aria displays a retrieval
term taken from the text surrounding the editor’s cursor. To the right of the text editor is
a column of retrieved images that Aria dynamically updates. At the right of each
image, the application displays a list of annotation keywords pertaining to each image.

Figure 2. Image retrieval in Aria. The box below the text editor pane continuously dis-
plays keywords. Aria uses the keywords to query the image database and displays a
ranked list of pictures in the column to the right in the pane.



set of keywords ranked in descending order of rele-
vance to the text surrounding the cursor. Let’s assume
that an image illustrating the appearance of the
patient’s colon was previously annotated with some of
these terms. That image would appear as the topmost
image in the column without any explicit action on the
part of the user other than typing the message. A sin-
gle drag-and-drop action would insert the picture into
the editor. If the desired image does not appear imme-
diately, the user can scroll through the list until a suit-
able image appears or call up a dialog box to load other
images. Even if the search requires using one of these
alternatives, it still saves some interaction compared
to a conventional approach.

When the doctor finishes making his report, he can
press a single button to either send it as an e-mail mes-
sage—shown in Figure 3—or post the message to a
Web page, the two most common scenarios for using
images. 

We are experimenting with using other kinds of
information—like temporal references—to aid image
retrieval. If the user types “I examined the patient on
21 May 2001”, the system compares that date to the
dates time-stamped on every picture, and retrieves pic-
tures having that date. We’re planning to include a
large vocabulary of time references, including relative
dates (“nine months ago”) and intervals (“about”).

ANNOTATING IMAGES
But how do the annotations get there in the first

place? Let’s continue the earlier scenario. The doctor
continues the letter by typing, “Typically, such cases
show redness and swelling of the mucosa.” He would
like to include a reference picture that illustrates this
condition to compare with the image from this patient.
In addition to images from patient histories, the data-
base also includes images from general medical infor-
mation sources, such as hospital records and journal
articles. Any images annotated with “redness,”

“swelling,” and “mucosa,” would have popped up
immediately as the doctor typed the words. However,
in this case, no picture in the database happens to be
included in this annotation. So the doctor scrolls
through the available images that do mention ulcera-
tive colitis, sees one that illustrates the point he is try-
ing to make, and drags it into his letter.

Aria automatically enters the keywords “redness,”
“swelling,” and “mucosa,” attaches them to the cor-
responding picture, and writes the annotations on
the image database. The next time someone types
those keywords, Aria will consider the picture to be
a candidate for retrieval. This technique uses the text
already existing in the message to annotate the
images so that retrieval will be easier next time. As
Figure 4 shows, Aria extracts keywords from the sur-
rounding text and uses them to annotate the image.
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Figure 3. E-mail message produced by Aria. Pressing a sin-
gle button sends the message, including the relevant
images.

Figure 4. Image annotation. Aria uses keywords extracted from the surrounding text to annotate the image. 
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The user types the description of the picture
in order to communicate to another person, not
specifically to annotate the image. But once the
computer has the input, why not take advan-
tage of it? This repurposing of user input is an
important aspect of agents in general, and it is
a key to reducing user workload. Aria’s guesses
are, of course, imperfect, but the user always
has the option of editing out incorrect guesses.
When a user clicks on an image, for example,
Aria displays a keyword editor so the user can
select a set of appropriate keywords and avoid

the irrelevant ones. If Aria misses an appropriate anno-
tation, the user can manually drag words from the text
editor to annotate an image, but the interaction is still
more streamlined than conventional image annotation. 

Because it is still a stumbling block for many begin-
ning users, we thought it was important to automate
the picture-loading process. Automatic image loading
is also relatively easy to accomplish. When the user
inserts flash card media into the computer, Aria imme-
diately loads the images from the card without any
further user intervention. This removes some flexibil-
ity in terms of storing the pictures, but it also removes
a step that is annoying to most users.

Aria automatically polls for input every few sec-
onds, which eliminates the need for a “load pictures”
operation, a “save as” dialog box, figuring out where
the file system should save the pictures, and remem-
bering the names of the image files themselves. Because
the user usually wants to see them immediately, Aria
brings the most recently inserted pictures to the top
of the retrieval window.

USER TESTING
At Kodak’s Boston Software Development Center,

we are currently conducting user studies of Aria based
on in-depth interviews and observations. We feel that
our preliminary results are indicative of what we
would find in a larger study. 

After seeing a brief demo of both Aria and a con-
ventional image editing and cataloging application,
the participants were asked to use both applications to
compose an e-mail message to a friend including at
least three images from a memory card full of pho-
tographs. All participants had used digital cameras
and e-mail, but they were not computer professionals
or programmers.

Initial session
During the first session, we told participants they

could do whatever organizing activities they thought
might help them find pictures in the future—creating
annotations, folders, albums, and so forth—although
they were not required to do anything but send the e-
mail message. The participants returned two weeks

later, and we asked them to write a letter to a differ-
ent person about the same event. In addition to
observing what they would choose to do, we also
wanted to see whether Aria’s annotations or the con-
ventional albums or folders would be helpful in find-
ing photos or remembering story details the
participants might have forgotten after the two week
hiatus.

Participants found Aria’s automatic image loading
feature especially helpful. They described the process
of selecting pictures and e-mailing messages with Aria
as being quick, fun, and easy. In particular, participants
liked incorporating pictures into the text. They espe-
cially liked being able to view the pictures while writ-
ing their e-mail message without having to switch
applications or modes. One subject observed that when
sending pictures without any text, which he often did,
just using an e-mail attachment might be faster.

Second session
When the participants used Aria in the second test,

it automatically brought up appropriate pictures as they
typed, making it easier to access their previously anno-
tated images, which served as useful reminders both
from the story to the pictures and from the pictures to
the story. With Aria, using pictures for storytelling
becomes an iterative process: A detail of the story brings
up an appropriate picture, which then triggers more
memories of the story in the user’s mind, and so on.

In contrast to Aria, when participants used the con-
ventional image application in the second test, sim-
ply browsing the contact sheet of thumbnail pictures
was the only feature that actually aided image
retrieval. Although several users initially bemoaned
Aria’s lack of folders, albums, or other grouping
mechanisms, only one user actually created an album
in the conventional image editing application. He
called it “Story JA” (his initials), which was not likely
to aid future retrieval. No participants in the test cre-
ated folders in the file system, moved any of the files
into existing folders, or renamed any of the files from
their meaningless camera-supplied names (like
P000007.jpg) during the test. Several indicated that
they hadn’t had the time to organize their home photo
collections into folders or properly named files either.

USER FEEDBACK
Some study participants expressed concern that

Aria might, in some cases, annotate or retrieve the
wrong things. Some annotations that Aria proposed
weren’t correct, but having a few incorrect annota-
tions didn’t seem to be a problem, especially compared
to the prospect of having little or no user-supplied
annotation. Some participants used the option of edit-
ing Aria-supplied annotations to remove incorrect
guesses. Although we didn’t observe any egregious
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cases of mislabeling in the test, long-term use is nec-
essary before we can assess the overall accuracy of
annotations. Most negative comments on Aria con-
cerned the limited features in our prototype, built
using Java e-mail and image components, compared
to applications such as Eudora or Photoshop that have
features such as spelling checkers, a thesaurus, or
image editing.

The participants provided some helpful suggestions,
such as the need to maintain consistency between the
annotations and text even when the text is subse-
quently edited. They also wanted to be able to go from
a picture to a set of past e-mail messages that con-
tained that picture. Despite these suggestions, results
of a summary questionnaire showed that Aria scored
decisively better overall than the conventional image
editing and cataloging application.

One problem we hadn’t expected in the testing is
that it is actually difficult to get users to express frus-
tration about bad software. It seems that people are so
acclimated to the shortcomings of conventional soft-
ware that they cease to question it or complain about
it. For example, few of us complain about having to
search through a hard disk file system with a standard
file dialog box because we all do it so often. When
Aria eliminated the file dialog box by loading pictures
automatically, people complimented it but didn’t crit-
icize the other application for having required it in the
first place.

At one point, the conventional image editing and
cataloging application lost the text of an e-mail mes-
sage a user was typing. This happened because the
application requires the user to choose pictures before
starting to type a message. If the user returns to the
picture-selection screen, any previously typed text is
lost without warning. We were shocked to watch,
from behind the half-silvered mirror, as the user
calmly said, “I guess I have to retype it.” This user
also did not criticize the conventional application on
the evaluation questionnaire. Perhaps he expected
computer software to be unreliable, so nothing
seemed unusual.

Among related work, FotoFile8 offers some
annotation-retrieval integration, but doesn’t
come close to full integration into common

applications like e-mail. This probably represents the
current state of the art in consumer-oriented image
annotation and retrieval systems. This system incor-
porates some automatic image analysis to propose
annotations, but it does not do any observational
learning. Watson9 is an image-retrieval system that
uses an agent to observe user action, but it doesn’t do
annotation.

Our future work will center on taking advantage of
more opportunities to use context to determine appro-

priate situations for image annotation, image
library browsing, and retrieval. Perhaps in the
future, GPS systems in cameras could even
report the location where the picture is taken.
We’re often asked how our approach will scale
to large image collections. We have some initial
ideas that need to be worked out, but we are
investigating ways of automatically annotating
groups of images. For example, if one picture
is about a wedding, there’s a good chance that
subsequent pictures taken within a three-hour
span and close to the same location will describe
the same event. 

Keywords could relate to ontologies and
knowledge bases, such as WordNet,10 to do inheri-
tance or simple inference searches. Aria’s retrieval
technology treats sets of images as an unstructured
database, but perhaps a better method would be to
look at sets of pictures as linked networks.

In the long run, we are interested in capturing and
using common-sense knowledge about typical picture-
taking situations. Though automated full-image
understanding remains out of reach, image-based
retrieval continues to improve. Image retrieval sys-
tems based on computable image properties, such as
color histograms or textures, appear to be achieving
some success. Future work might integrate one of
these systems into our agent to automatically propa-
gate user-annotated keyword candidates to similar
images. ✸
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