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ABSTRACT

The rapid growth of the Internet has resulted in enormous
amourts of information that has become more difficult to access
efficiently. Internet users require toolsto help manage this vast
quantity of information. The primary goal of thisreseach isto
creae an efficient and effedive todl that is able to summarize
large documents quickly. Thisreseach presentsalinea time
algorithm for cdculating lexicd chainswhich isamethod d
cgpturing the “abouness’ of adocument. This methodis
compared to previous, lessefficient methods of lexicd chain
extradion. We dso provide dternative methods for extrading
and scoring lexicd chains. We show that our method provides
similar resultsto previousreseach, but is sibstantially more
efficient. Thisefficiency isnecessry in Internet seach

appli cations where many large documents may neel to be
summarized at once, and where the response time to the end user
is extremely important.
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1. INTRODUCTION

1.1 Motivation

Automatic text summarization hes recéved a gred ded of
attention in recent reseach. The rapid growth of the Internet has
resulted in enormous amourts of information that has become
increasingly more difficult to access efficiently. The aility to
summarize information automaticaly and present results to the
end wser in a compressed, yet complete form, would help to solve
this problem. Further, for a proposed Internet application,
efficiency, even onlarge documents, is of substantial importance

1.2 Background Research

Current reseach in automatic text summarizaion hes generaly
viewed the processof summarizaion in two steps. The first step
of the summarizaion processisto extrad the important concepts
from the source text into some form of intermediate
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representation. The second step is to use the intermediate
representation to generate a oherent summary of the source
document [4].

Many methods have been propcsed to extrad the important
concepts from a source text and to buld the intermediate
representation. Early methods were primarily statisticd in nature
and focused onword frequency to determine the most important
concepts within adocument [5].

The oppdasite extreme of such statisticd approadches is to attempt
true “semantic understanding” of the source document.
Obvioudy the use of deg semantic analysis offers the best
oppatunity to crege aquality summary. The problem with such
approadhes is that a detailed semantic representation must be
creded and adomain spedfic knowledge base must be avail able.

The major problem with puely statisticd methods is that they do
not acourt for context. Spedficdly, finding the abouness of a
document relies largely on identifying and capturing the eistence
of nat just dugicaeterms, but related terms as well. This concept,
known as cohesion, links smanticdly related terms which is an
important comporent in a wherent text [2].

The simplest form of cohesion is lexicd cohesion. Morris and
Hirst first introduced the concept of lexicd chains [6]. Lexicd
chains represent the lexicad cohesion among an arbitrary number
of related words. Lexicd chains can be reaognized by identifying
sets of words that are semanticdly related (i.e. have asense flow).
Using lexicd chains in text summarization is efficient, becaise
these relations are eaily identifiable within the source text, and
vast knowledge bases are not necessry for computation. By
using lexicd chains, we can statisticdly find the most important
concepts by looking at structure in the document rather than degp
semantic meaning. All that is required to cdculate these is a
generic  knowledge base that contains nours, and their
asciations. These ssciations cgpture mncept relations such as
synorym, antonym, and hyperonym (isarelations).

Barzilay and Elhadad have noted limitations in previous
implementations of lexicd chains. Because dl possble senses of
the word are not taken into acount, except at the time of
insertion, potentialy pertinent context information that appeas
after the word is lost. The problem that results is referred to as
“gready disambiguation” [1]. Barzilay and Elhadad presented a
lessgready algorithm that constructs all possble interpretations of
the sourcetext using lexicd chains. Their algorithm then seleds
the interpretation with the strongest cohesion. They then use
these “strong chains’ to generate a summary of the origina
document. They also present an examination o the usefulness of
these lexicd chains as a source representation for automatic text
summarizaion [1]. Barzilay and Elahadad used Wordnet as their
knowledge base. Wordnet is alexicd database which captures all



senses of a word and contains $mantic information abou the
relations between words. The dgorithm first segments the text,
then for ead nounin the segment, for ead sense of the noun it
attempts to merge these senses into al of the eisting chains in
every possble way, hence building every posdble interpretation
of the segment. Next, the dgorithm merges chains between
segments that contain a word in the same sense in common. The
algorithm then seleds the chains denoted as “strong” (more than
two standard deviations above the mean) and wes these to
generate asummary.

This reseach defines a linea time dgorithm for computing
lexicd chains based onthe work of Barzilay and Elhadad.

2. ALINEAR TIME ALGORITHM FOR
COMPUTING LEXICAL CHAINS

2.1 Research Design

The isue of time @mplexity arises if an agorithm such as
Barzilay and Elhadad’s is to be used effedively for information
retrieval. Thisreseach dffersin focus from that of Barzilay and
Elhadad in that our major focus is on efficiency, whil e their focus
was on the feasibility of such methoddogies. We take this
approach because our goal is to provide an efficient means of
summarizaion for internet materia that can still produce superior
results. Additionally, in extending their reseacch, care was taken
to examine the dfed of the pruning step that is not required by
our algorithm. Lastly, a more complex scoring agorithm, which
is machine trainable, was devised to allow more detail ed reseach
into the relative importance of different types of relations between
words in the sourcetext.

2.2 Issuesrelated to Wordnet

Wordnet is a lexicd database that contains substantial semantic
information. In order to fadlitate dficient access the Wordnet
noun ctabase and tools were rewritten. The result of thiswork is
that accesses to the Wordnet noun ditabase can be acomplished
an oder of magnitude faster than with the origina
implementation.

2.3 TheAlgorithm

Our agorithm attempts to implement the methods of Barzilay and
Elhadad, as well as an extended scoring system that we propose.
The segmentation d the text is currently implemented to alow
comparison; however, it does not run in linea time. The
algorithmisdescribed in detail in figure 1.

This first phase of our implementation constructs an array of
“meta dhains.” Ead meta thain contains a score and a data
structure which encgpsulates the meta-chain. The score is
computed as ead word is inserted into the chain. While the
implementation creaes a flat representation o the source text, all
interpretations of the source text are implicit within the structure.
This concept is illustrated in Figure 3. Eadh da represents a
sense of aword in the document. Ead line represents a semantic
conredion between two word senses. Each set of conreded das
and lines represents a meta-chain. The gray ovals represent the
list of chains to which a word can belong. The dashed bax
indicaes the strongest chain in our representation.

Noticethat in some senses of the word machine, it is emanticdly
similar to friend, while in ather senses, it is emanticdly similar to
computer (i.e. in the same meta-chain). The dgorithm continues
by attempting to find the “best” interpretation from within our flat
representation. We view the representation as a set of transitively
closed graphs whose vertices are shared. In figure 3, the sets of
lines and dds represent five such graphs. The set of dats within
an oval represent a single shared nock. That is to say, that while
two of these graphs may share anode, the individua graphs are
not conreded. The “best” interpretation will be the set of graphs
that cen be aeaed from the initial set mentioned above, by
deleting nodes from ead of the graphs © that no two graphs
share anode, and the overall “score” of al the meta-chains is
maximal.

1) For each word in the document
a)  For each chain that the word belongs to.

i)  Find the chain whose score will be affected most
greatly by removing thisword from it.

ii)  Set the score component of this word in each of the
other chains to which it belongs to 0, and updite the
score of al the chains to which the word belongs to
reflect the word’s removal.

1) Tagthecorpususing semantag. Semantag isaBrill style Part of
Speech Tagger designed for efficiency available from
http://www.rt66.com/gcooke/SemanTag on the Internet.

2)  For each nounin the source document, form al possblelexica
chains by looking up al relation information including
synonyms, hyponyms, hypernyms, and siblings. This
information is gored in an array indexed on the index position of
the word from Wordnet for constant time retrieval.

3)  For each nounin the source document, use the information
collected by the previous gep to insert the word in each “meta
chain”. A “meta dhain” is © named, because it represents all
possble chains whose beginning word has a given sense number.
Meta-chains are stored by sense number. The Sense numbers are
now zero based dweto our reindexing of Wordnet. Again, the
implementation details are important, as they allow usto retrieve
the meta-chain in constant time.

Figure 1 —Linear time algorithm for computing lexical chains

Figure 2: Computation of best chain
The omputation o the best interpretationis shown in figure 2.

With this method, we can find the set of chains which maximize
the overall score withou acdually having to construct them all

A friend just bought a new
computer. The macdine is a very
fast computer.

friend computer machine computer

Figure 3: Implicit interpretations within our representation.




explicitly. This fad is redly the most important concept of this
reseach. The fad that we can extrad the interpretation
(independent set of nonrinterseding chains) of the text with the
highest score withou adualy having to construct any other
interpretations is the insight that all ows this agorithm to run in
linea time.

2.4 Runtime Analysis

In this analysis, we will not consider the mputational
complexity of part of speed tagging, sincethat is not the focus of
this reseach. Also, as it does nat change from exeaution to
exealtion d the dgorithm, we shall take the size and structure of
Wordnet to be mnstant. We will examine eab phase of our
algorithm to show that the extradion o these lexicd chains can
indeed be dore in linea time. For this analysis, we define
constants in Table 1. Initially, we may be grealy concerned with
the size of these mnstants; however, uponfurther analysis, we see
that most synsets have very few parent child relations. Thus the
worst case values may nat refled the adua performance of our
applicaion. In addition, the synsets with many parent child
relations tend to represent extremely general concepts. These
synsets will most likely not appea very often as adired synset for
words appeaing in adocument.

Value Wrst | Avg

Cy=# of senses 30 2

Co=parent/child “isa” relations 45147 | 14

Cs=# of nounsin Wordnet 94474 | 94474

C4=# of synsetsin Wordnet 66025 | 66025

Cs=# of siblings 397 39

Ce=# of chains aword can belong to 45474 | 55

Table1l: Constantsfrom Wordnet

2.4.1 Collection of Wordnet information

For eat nounin the source document that appeas in Wordnet,
ead sense that the word can take must be examined. Additionally,
for eathh sense, we must wak up and down the
hypernym/hyporym graph colleding al parent and child
information. Lastly we must colled all of the senses in Wordnet
which share immediate parents with the word in question. All of
the complexity in this gep isrelated to the size of Wordnet which
isconstant. The runtimeisgiven by the formula:

n*(10g(Cs)+Cy* C+Cy* Cs).

2.4.2 Building the graph

The graph o all possble interpretations is nothing more than an
array of sense values (66025n in size) which we will cdl the
sense aray. For ead word, we examine eab relation computed
as above from Wordnet. For ead o these relations, we modify
the list that is indexed in the sense aray by the sense number of
said relation. This list is modified by adding the word to the list,
and upditing the lists asociated score. Additionaly, we ad the
chains pointer (value stored in the aray) to alist of such pdnters
in the word ohjed. Lastly, we ald the value of how this word
effeds the score of the chain based on the scoring system to an
array stored within the word structure.

Clealy, becaise of the implementation all but the computing of
the score mmporent of the word are O(1). Becaise we dso kegp
an array of sentences within ead chain oljed with the words
organized by their sentence number, we can easly find whether a

word iswithin a cetain dstance of any other word in the chain in
O(windowv size) time. The windonv size defaults, while
adjustable, are taken as a mnstant and are generaly small.

Consequently, the runtime for this phase of the dgorithmiis:
n*Cg* (4+window size) which isalso clealy O(n).

2.4.3 Extracting the Best Interpretation

For eat word in the source document, we look at ead chain to
which the word can belong. A list of pointersto these chains are
stored within the word oljed, so looking them up takes O(1)
time. For eah o these, we simply look at the maximal score
comporent value in al of these chains. We then set the scores of
al of the nodes that did na contain the maximum to 0 and updite
al the chain scores appropriately. The operation takes:

n*Cs*4
which isaso O(n).

2.4.4 Overall Run Time Performance

The overdl runtime performance of this algorithm is given by the
sum of the steps listed above. These steps give us an overall
runtime of:

n* (1548216+ log (94474 + 45474* (4 + window size)) worst case
or
n* (326+10g(94474 + 55* 4 + window siz€) average case.

While in the worst cese, these @mnstants are quite large, in the
average cae, they are reasonable. This algorithm is O(n) in the
number of nours within the source document. Considering the
size of most documents, the linea nature of this algorithm mekes
it usable for generalized summarization o large documents.

3. EXPERIMENTS
3.1 Experimental Design

Experiments were nduwted with the following reseach
questions in mind. Does our linea time dgorithm perform
comparably with existing agorithms for computing lexicd
chains? How does a more @mplex scoring algorithm effed
summarizaion?

These eperiments were caried ou on dauments sleded at
randam from the original set of documents tested by Barzilay and
Elhadad.

3.2 Experimental Results

The results compared were strong chains (two standard deviations
above the mean of the chains' scores). Metrics were used to score
chains. It is important to nde that while flexible, these metrics
were seleded based on intuitive reassoning as to how lexicd
cohesion relationships might work in pracice More work is
cetainly necessary, and these values are by no means optimal.
The values were merely seleded to test the dternative scoring
system approach. The results $howed that athough minor
differences between results existed, they were relatively
insignificant. Results of three seleded documents are available
online & http://www.eeds.udel .edw~sil ber/results.htm.

4. DISCUSYON
4.1 Analysisof Our Algorithm

The eperiments were ndwted with the intention o
determining how well our algorithm dugicaes the experimental
results of Barzilay and Elhadad. In conducting such an analysis,
we must consider the known dfferences in our agorithms. The
first, and passbly most apparent difference in our algorithms, is
in the detedion d noun phase mllocdions. The dgorithm



presented by Barzil ay and Elhadad uses a shall ow grammar parser
to deted such collocdions in the source text prior to processng
[1]. Our agorithm simply uses word compounds appeaing in
Wordnet (Wordnet stores sich words conreded by an uncerscore
charader). This difference may acourt for some of the
differences observed in the results.

The next inherent difference between the dgorithms is that
Barzilay and Elhadad attempt to process proper nours which ou
algorithm does not address Althouwgh na clea how it is dore,
Barzilay and Elhadad do some processng to determine relations
between proper nours, and their semantic meanings.

Upon analysis, these differences em to acourt for most of the
differences between the results of our agorithm with
segmentation, and the dgorithm of Barzilay and Elhadad.

5. CONCLUSIONS

In this paper, we have outlined an efficient agorithm for
computing lexicd chains as an intermediate representation for
automatic machine text summarizaion. In addition, severa issues
that affed efficiency were discussed.

The dgorithm presented is clealy O(n) in the number of nours
present within the source document. While in the worst case, the
constants that arise from this analysis are quite large, in the
average ca&e, the mnstants are manageable, and in pradice they
are quite small. In tests condwcted on a Sun Sparc UltralO
Creaor, a 40,000 word corpus was simmarized in eleven seconds
including generation.

Careful experiments reved that our efficient method d text
summarizaion poduces smilar results to the dgorithm of
Barzilay and Elhadad. Most of the inconsistencies between the
output of the two algorithms can be atributed to differencesin the
ancill ary comporents of the two summarization systems.

While not a mgor issue our agorithm does not prune the
intermediate representation duing its construction, and thus our
algorithm provides the generation agorithm (in ou case, a
sentence etradion algorithm) with amore complete picture of the
source text. In future work on the generation aspeds of
summarizaion, this fador may become more important.

An alternative scoring system to the one proposed by Barzilay and
Elhadad was devised. This soring system, while not currently
optimized, provides good results, and al ows the user to tune the
importance of different types of relations, which in turn affed the
summary. This goring system also provides a notion o distance
which alows for adjusting scores based on the size of “gaps’
within the dhains.

In their reseach, Barzilay and Elhadad showed that lexicd chains
could be an effedive tod for automatic text summarizaion. By
developing a linea time dgorithm to compute these chains, we
have produwced a front end to a summarizaion system which can
be implemented efficiently. An internet interface was developed
to convert HTML documents into inpu to the summarizer. An
operational sample of the summarizer is currently avail able on the
World Wide Web for testing a
http://www.eegs.udel .edu/~sil ber/research.htm.

6. FUTURE WORK

As this is ongoing reseach, there ae many aspeds of our work
that have yet to be aldressed. Isaues regarding the extradion o
lexicd chains, segmentation, scoring, and eventual generation o
the summary text must be examined further.

Segmentation, as implemented by Barzilay and Elhadad, is
inefficient. It may be possble to incorporate segmentation
information by making the distance metric of our new scoring
system dynamic. By using segmentation information to determine
the distance metric, we may be &le to take alvantage of
segmentation withou the expense of merging together chains
computed from individual segments [1].

Examinations of the performance of our agorithm on larger
documents $hodd be mnduwcted. Moreover, further analyses on
the dfeds of pruning, as required by Barzilay and Elahadad, on
these larger documents are dso warranted

The scoring system proposed in this reseach requires
optimizaion. Currently, its values are set based onthe linguistic
intuition o the aithors. In future work, we hope to use machine
leaning techniques to train these vaues from human-creaed
summaries.

Lastly, experiments to evauate the dfediveness of a summary
must be ondwcted. These experiments are necessary to examine
how well our summary can assst a user in making a dedsion a
performing a task. Since no two people would summarize the
same document in predsely the same way, evaluationis one of the
most difficult parts of text summarization.
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