Jabberwocky:
You don’t have to be a rocket scientist to change
slides for a hydrogen combustion lecture

David Franklin, Shannon Bradshaw and Kristian Hammond
Intelligent Information Laboratory
Northwestern University
{franklin, bradshaw, hammond}@infolab.nwu.edu

slide or point. The secondutilizes some probabilistic
techniques tanatch thespeaker's words tdghe content of
slides; the matchemdicate which slide to show. By
combining all of thesapproaches, Jabberwocky is able to

ABSTRACT

In designing Jabberwocky—apeech-based interface to
Microsoft PowerPoint—we havigied to go beyondimple
commanddike “Next slide, please”and make atool that

aids speakers athey presentand even learns as they
rehearsetheir presentations. Jabberwockylooks at the
contents of the slides, extracting kesprdsandphrases and

associating them with theplaces in the presentation. By

listening for these phrases (and synonymous phidesasd
using syntactic rules)abberwocky is able tfollow along
with the presentation, switching slides at thppropriate

support awide range ofpresentation styles, allowing
speakers to lecture in whichever mantteey feel will be
the most effective. For example, the probabilisfiproach
lets the speaker skip around in his presentation by
describingthe slidethat he wishes to skip to—thiwould
prove invaluable for answerirgudiencequestions. In the
extreme, thiscould evensupport aspeakemwho wished to

moments. In this paper, we discuss the implementation ofdo an unstructured lecture from a large body of slides.

this system—a component of our Intelligent Classroom

project—and look at how we are using it.
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INTRODUCTION

In the Intelligent Classroom, we are enabling mawades of
user interaction through the use of multiple sensiugles

and plan recognition—the Classroom useameras and
microphones taleterminewhat thespeaker igrying to do

and then takes the actionsdéemsappropriate. It controls
automatedVCRs and slide projectorsand also produces a
video of the presentation.
speaker to bable to interactith the Classroom as he
would with an A/V technician: sometimes
commands (speech andfpesture) andoften by just going

One of our goals is for the

through

In this paper, we focus on tlspeech-basedspects of
Jabberwocky. (The computeision and plan recognition

aspects are detailed in other Intelligent Classroom papers [6]

[7].) First we look at the ways people tend to lectamd at
how Jabberwocky should be implemented siopportthis.

Then we look at the basic operation d&bberwocky:
listening for particular words, phrasesnd commands that

indicate when the speaker wishes to change slides. Then we

discuss howJabberwocky extractkey words and phrases
from the slide contents and how these caundesl tofollow
along with a strictly lineaslide presentation. Then we
look at a probabilisti@pproach to determining/hat slide
the speaker is lecturing from, based on wiiatds heuses.
Then we present two examples ddbberwocky atwork.
Finally, we summarizethis workandlook at somefuture
directions for the research.

about his presentation and trusting the Classroom to do thélOW DO PEOPLE LECTURE?

right thing.

The Jabberwocky system is the result of our
incorporation of Microsoft's PowerPointpresentation
softwareinto the Intelligent Classroom. Iaddition to
some simple command-basedapproaches, we have

implemented two techniques based on slide contents. In th

first, the system is listenindor particular words and

Our primary goal as we implement@dbberwockywas to
construct something that we would actually use. adidress
this weneeded toenvision how such a systemould be
used andhen make sure that the systemm&juirements
were reasonable tattain. Wedid not wish to invent new
ways of lecturing butnstead to enable people tatilize

Slides in their preferred lecture styles.

phrases that indicate when the speaker is going on to a newecture Styles

One curse of overhead transparencies, skaded?owerPoint
is that the speaker is essentially forced to give his
presentation in precisely the same wewery time. To
deviate from the prescribed order, hanust either rifle
through his set of overhead transparencies, skar all the
slides (one at a timelpetweenthe current slideand the
desiredone, or, in PowerPointfind the slide in aburied



menu. As a result of thimconvenience, speaketand to
let the slides dictate the presentation instead of support it.

There are, of course, speakers who refuse tdetared.
A speakerfrom our laboratory once gave a presentation
using a box of more than onédwundred overhead

Xerox's part of speech tagger [12lises a hidden
Markov model tofind the mostprobable syntactiparse of
a sentence or phrase. It utilizes a lexicomedrly 60,000

words, including commonproper namesand informal

language.

transparencies. He had painstakingly organized them into atHE BASIC OPERATION OF JABBERWOCKY

least twentycategoriesand did numerouspracticetalks to
become proficient at extracting slides teespond to

Basically, Jabberwocky uses thpeaker’s slides as a rough
outline. As thespeakergoes about his presentation,

particular questions. During his conference presentation, arabberwocky listens for clues aswterethe speaker is in

audiencememberaskedone of the questions Head a slide

this outline. Usually, the clues confirm th#&bberwocky

prepared for, and he quickly located the appropriate slide andinderstands where they ateit occasionally, the cluesill

displayedit. As theaudiencemurmuredits admiration, he
said “I'm gladyou askedthat!” However, manyspeakers
are not willing to go to such lengths tpreparefor a
presentation—nor should they have to be.

With PowerPoint,speakeramay use hypertextinks
within their slides to create flexible presentations.
However, this requires a gredeal of preparatory effort and
alsoforcesthe speaker tause the mouse for much of his
navigation through his lecture. The poihere is that

although it is possible to give flexible presentations using hierarchical

slide-based media, almost no one even toeslissuaded by
the effort.

Perhaps it is not surprising that many of tmest
dynamic and spontaneougeachers avoidising slides in
their presentations. They wish taddress students’
guestions or reorganize their lecture on the fly to ntiest

indicate that Jabberwocky is lost. &heakemwho tends to
go off on tangents or who just skipsound aot is likely
to confuse the system—and his listeners.) These tdkes
two forms: (1) words and phrasesthat are indicative of
particular slidesand slide points and (2) commands that
indicate how the speakerwishes to move through his
presentation.

Before the speaker begins his presentation,
Jabberwocky analyzesthe slides and constructs a
“plan” for following along with the
presentation. The steps in the top-level mamespond to
individual slides, and each slide’s plan has steps
corresponding to its key points. These stagpessentially
of the form: “if you hearthe speakersay ‘probability
distribution’ then he must be discussing the third point.” If
it is able to choose theselues” well, Jabberwockywill

particular students’ needs. They wish to explore interestingh@ve enough information to keepack of the speaker's

tangents when thé&ecture provides ampportunity. It is
very difficult to do these sorts of things in the confines of a
traditional slide-based lecture.

Supportive Technologies

In our design, we wish to make use of existing
technologies as much as possible; we lgdé¢'s ViaVoice
software for voicerecognitionand Xerox's part ofspeech
tagger as a part of our syntactic analysis of #fide
contents.

ViaVoice supports twomodes of voice recognition:
continuous dictation and command-based. In the
continuous dictation mode, ViaVoi@tempts torecognize
every word that is said, using theurroundingwords as
clues to help with ambiguousvords.  The software
promises 95%accuracy,which can beachievedwhen the
system istrained and the speaker isconsciously over-
enunciating. When a speaketalks conversationally, the
accuracy can easily fall belo#0%. In thecommand-based
mode, ViaVoice listens for specific commands. The
command language isspecified using a context-free
grammar. Thesoftware expects commands to preceded
andfollowed by brief pauses—this is howommands are
distinguished from dictation. = Theaccuracy of the
command-based mode seems very good.

place during the presentation.

Oncethe presentation has begurgbberwockylistens
for the set of cluesppropriate toits current place in the
presentation. It will listerfor the keywords and phrases
associatedvith the current slide(to keep track of which
point the speaker is on) and the next slidesee when the
speaker has gone on), and for the various commands that are
appropriate to the slide presentation. As sheakemoves
through the presentationJabberwocky changes which
words, phrases and commands it is listening for.

Commands allowspeakers directcontrol of their
presentation. This level of control may lmeeded to
remedy system mistakes (like switching slides early or
too late). Also, this level of control may be usefuien
indirect control is awkward orinfeasible. For instance,
while a well-rehearsed speakenay have no difficulty
leading Jabberwocky, lass confident speakemay wish to
allow Jabberwocky to lead him. Suctsgeakemnften does
not know what is on the next slidend needs to command
“next slide” to find out. In addition, almost anyspeaker
would prefer sayingskip ahead tathe conclusiorslide” to
trying to describe its contents. The variamsnmandised
in Jabberwocky will be discussed as appropriate through out
the paper.



For example... example

Jabberwocky provides speech jabberwocky, provide, speech, base, control powerpoint, control,

based control of PowerPoint powerpoint
It listens to you as you give your side listen, give, present slide, slide present, present, slide switch, switch
presentation, switching slides at the dlide, present, slide switch, switch slide, dide, appropriate moment,
appropriate moments. moment, appropriate

It will switch slides when you explicitly | slide switch, switch slide, switch will, will switch, switch, will,
tell it to, or when it recognizesthat you | explicitly tell, tell, recognize, begun discuss, discuss, have begun,
have begun discussing adifferent dide. | different dide, slide

Figure 1: Phrase extraction in Jabberwocky. On theleft, adide, with identified phrases underlined.
On the right, the words and phrases that Jabberwocky will be listening for.

CHOOSING IMPORTANT WORDS AND PHRASES

To be successful, Jabberwockyust do agood job of
extracting key phrases from the slides—these phisess
as Jabberwocky’s “understanding” of theesentation. This
is in lieu of a rigorous naturdanguage understanding of
the presentation, which is simply noteasible for
Jabberwocky. Fortunately, thi'epemnderstanding is not
necessary for Jabberwocky; tmman A/V assistant can
match what thespeaker issaying to the contents of the

not ‘“interesting.” Articles, pronouns, propositions and
words that essentiallyserve assyntactic glueare filtered
out. This filteringprocess often eliminates uninteresting
phrases from consideration and also saip acumbersome
phrase down tdts key elements. Jabberwockyconsiders
these key element@nd the paraphraseslevelopedusing
them) asrepresentative phrases fthie sentence(These
techniques foselecting importanivords and phraseshave
alsobeen employed oRosetta [2], a system th&tdexes

slides without any technical knowledge of the presentation’sresearctpapersbased orhow theyhave been citedand on

subject matter. Itappears that a purely syntactic
understanding isufficient for knowing what to do. It is

like Alice’s situation after reading the poem Jabberwocky in

Lewis Carroll's “Through the Looking-Glass.” [3] The

DRAMA [10], which usesfree-formtext in its indices for
case-based retrieval.)

Jabberwocky also looks at non-text objects in diice
when creating key phrases. With slides containing graphs,

poem was nonsense to her, but she was still able to glean @ples or pictures, wean anticipatethat the speakerwill

little meaning from it: “Somehow it seems to fill nigad
with ideas—only | don’t exactlyknow what they are!
However, somebody killedomething: that'sclear at any
rate.”

Extracting Key Phrases from the Slides
The primary way thatJabberwocky locatesvords and
phraseghat are representative of slidesnd slide points is

mention them in discussing the slide. So, for a slide with a
table, Jabberwocky will also listen for phrasi&e “in this
table” and “in the table on the right.” Foeach of the
different objects we expect to find embedded in a
PowerPoint slide, wdave enumerated aaumber of key
phrases that could refer to it.

How Do People Paraphrase Their Slides?

through syntactic analysis. Much of the meaning of a\yhen designing slidesspeakers tend to be a&sncise as

sentence can bgraspedjust by looking at thevarious
actorsand actions in the sentence. In discussinglide
point, the speaker can be expected to merit®mactors and
actions. They may bdiscussed in a differerdrder than
they appear inthe slide(i.e. changing aentencdrom the
passive to the active voice). Thapeakermay even
dramatically changéow theyare describedi.e. converting
adjectivesinto prepositional phrases). These potential
problems are dealt with by choosing phrases to
independently represerthe actors and actions and by
creating numeroussynonymous phrases for actors and
actions that can be expressed in many ways.

Jabberwocky locates phrases fhe importantactors
andactions in asentence byirst finding all the noun and
verb phrasesand filtering out words and phrasesthat are

possible—putting as much content as possible into just a
few words. As aesult, slidesareoften full of convoluted
language; overlycomplicated noun and verb phrases
abound. But, when speaking, peopémd to use more
natural language, avoiding the stilted prose of their slides.
Therefore, it is unreasonable tssume thaspeakerswill
describeactors and actions (in theslide contents)using
exactly the same words as the slides &m, for each actor

or action phrase, we construct a number of synonymous
phrases, using a number of syntactic transformation rules.

With verb phrases, we construct a phraseefmh way
the adverbs andhelping verbscan be moved or eliminated.
From theverb phrasécan immediately advance”, wealso
get “can advanceimmediately” and “immediately advance”
(among others). Also, since omratcher convertall verbs



to their root forms, thephrases alsoaccount for verb
conjugationchangesdue totense, plurality or use of the
passive voice.

With noun phrases, wbreakthe phraseinto smaller
units: theadjectives,the modifier nouns and the subject
noun. From the nounphrase “currentinformation
management technology” we g&urrent”, “information
managementand“technology” for thethreeunits. Given
these, we construct key phrases using the following rules:

The modifier nouns can serve as &ey phrase (as in
“information management”).

The modifier nouns can beeparatedrom the adjective
and subject noun (as in“current technology for
information management”).

Different subsets of thadjectivesand modifier nouns
can be used (as in “information technology”).

Finally, we take one and twword subsequences of the

another slide, itwill first assign an initial probability to
eachslide (based orhow likely it is that thespeakerwill
skip to it). Then, after each word phrasethat it hears, it
will updatethese probabilities in response (usiBgyes’
Law). Finally, when one slide clearly dominates,
Jabberwocky switches to that slide.

Thes's refer to the indices of slidemdthe p's refer to
the keywordsandphraseghat have beerextracted from
the slide content. In addition:

P(s|p)is the probability that thepeakemants slides
given that he jussaid phrasep. We compute this using
the other values.

P(s) is the probability (immediately prior tdearing
phrasep) that thespeakemwants slides. P(s) is simply
the last value ofP(s|p) (where p' is the mostrecent
phrase). Jabberwocky usB¢s) as an intermediate value;
P(s|p.p,) is equal toP(s) after hearing phrasgs andp,
(assuming that the probabilities are independent.)

resulting phrases—this makes the system more tolerant of

words being missed by ttepeech recognizerUsing these
rules for converting nourand verb phrasednto a large
number of words and phrases, Jabberwocky is abbever
most of the ways @peakerwill paraphraseheir slides,
without diluting their meaning so much that rhakes
wishful false matches.

In Figure 1, weseethe verband noun phrases that
Jabberwocky identified in an example slide (on the left) and
the words and phraseshat Jabberwockyderivedfrom them
(on the right). It is important to note that thbrases on
the right are made up @fords intheir root formsandalso
that they omitcertain connectingvords like prepositions
andpossessives. So thghrase “present slide” would be
found in the phrase$when you are presenting slides” and
“in presenting your slides” among others.

SKIPPING AROUND IN THE SLIDES

During thecourse of aypical presentatiorthere are often
situations where the speaker needs to deviafeom the
planned presentation: anaudience member’'s question
addresses @revious slide; time constrainteequire the
speaker to condenskis presentation. Sometimes the
speaker mayot even have a planngatesentation; he may
have a body of slideshat he wishes to usduring an
improvised discussion. In this section, we look at how the
word and phrase “cluestom the previous sectiortoupled
with a probabilisticapproach, carsupport these sorts of
dynamic presentations.

A Probabilistic Foundation

Bayes’ Law:P(s|p) = P(s) * P(p|s) / P(p)

Our probabilisticapproachutilizes Bayes'Law to update a
probability distributionacross theset of slides. When
Jabberwockydecidesthat thespeakemay want to skip to

P(p|s) is the probability that thespeaker would say
phrasep, if he wants slides. If the speaker were to
simply read verbatim from the slidesP(p|s) would
simply be the number of times phrgsappears in slids
divided bythe number of phrases wWaveextracted from
the slide. Since most speakers do not jeatithe slides,
we alsoconsider itpossible (though less likely) that the
speakerwill use phrasesthat appear elsewhere in the
presentation. (For most presentatichsre will be a
number of important phrasdbat are spokenrepeatedly
throughout the presentation, but that will omlgpear in
a few slides.) So, wecomputeP(p|s) as a weighted sum
of the probabilitiesbased onphrases in the slide and
phrases in the presentation.

P(p) is the probability that thespeaker would say
phrasep in the current situation. This is simply the sum
of all theP(p|s) weighted byP(s)

Fitting it into Jabberwocky

In a situation where the speakerwants to skip to a
particular slide, hewill tell Jabberwocky (through a
command)that he wishes to ski@nd then will begin

discussing thedesiredslide. For example, thespeaker
might say “Please skip back <pause> to the shide talks
about how Jabberwocky extracts phraséesm the slide

contents.” By the timeJabberwockyhas updated the
probabilities for the phrases “extract§phrases’and “slide
contents” the probability for thelesired slide will be

sufficiently high that it is switched to.

When the speakermakes a slide-skippingommand,
Jabberwockymust first set up the probability distribution
by assigning initial values to thB(s) Based on the
particular command, Jabberwocky may be abledoce the
set of slides toconsider. For example, if he says “skip
back...” then weneedonly considerslides thathave been



The speaker said: Y ou might wonder: "How does it know what I'm talking about?"

Jabberwocky heard (from the speech recogni zer):

1) "You might wonder how does annoy them talking
about”

2) "You wonder how does the northern talking about"

3) "You wonder how isit how been talking of &'

Phrases that were learned:

do annoy, annoy, how do, wonder how, wonder might,
might wonder, wonder, talk

how do, wonder how, wonder, northern talk, talk

wonder how, wonder, now talk, talk

Figure 2: Learning phrasesin Jabberwocky. Acrossthe top, what the speaker said. On the left, what Jabberwocky heard
the three times the speaker spoke. On the right, the words and phrases that Jabberwocky |earned.

seen already.  Jabberwockydistributes the probability
evenly among the slides that it is considering.

Then, as thespeakettalks, Jabberwockylistens for all
the phrases it haextractedfrom the set of slidesinder
consideration. When it heamne of these phrases, it
computesP(s|p) for eachslide and updatesthe probability
distribution. Then if the probability for onslide is
sufficiently high (90%), it will skip to thatslide and
continue the presentation from there.
Jabberwocky will continue listening for phrases and
updating the probabilities.

With the second situation, we were faced with a
frustrating problem.  Though wavould like to use
something like WordNet [11] to capture semantic
similarities between words, in technicaresentations, it
will not find the important synonyms thate specific to a
particular technical field. So, pending a be#ielution, we
simply memorize phrasesthat seem potentially
synonymous, so that they can be recognized later.

Otherwise, What Words Should Be Remembered?

In our methods fodealingwith the situationswhere the
basictechniquedail, we have conscioushavoidedforcing

In a truly freeform lecture (where the speaker is treatingJabberwocky taely on adeepunderstanding. Instead, we

his slides as a set—rather thsequence), Jabberwockill
remain in the probabilistimodeindefinitely. In thiscase,
the probability distribution is set up t@vor slidesthat
have not yet been viewed. But also, whenupdated, the
probabilities are adjustedsuch that noslide becomes too
improbable. We will need to do more practical
experimentation todeterminehow to best constrain the
probabilities and facilitate this mode of lecturing.

LEARNING WHAT THE SPEAKER MIGHT SAY

There aretwo situations in whichJabberwockyfails to
match thespeaker's words tdhe correctslide: when the
voice recognition drastically mis-hears what the speséier
and when the speakeruses too many synonyms in

rely on thespeech recognizemd speaker to be reasonably
consistent so that wean simply match theirwords and
phrases against their pagbrdsand phrases. Taletermine
which words and phrases are worth remembering,
Jabberwockyses the samghrase extraction methods that
it uses in analyzing the slide contents. atidition, because
ViaVoice's vocabulary isnuch larger than the lexicon in
Xerox's part ofspeechtagger, we als@xtract largewords
that are not successfullytagged. This deals successfully
with both mis-hearings and with obscure technical words.

How Does the Learning Take Place?
Jabberwockymust do more than justientify whatwords
and phraseareimportant toremember; itmust alsoknow

paraphrasing a point. In both cases, Jabberwocky’s shallowvhat slides or slid@oints to associatehem with. (If it

understanding(of phonetic similarity and of synonymy)
renders it incapable of making the match.

When we examinethe first situation, wémmediately
noticed that the mis-hearingsvere somewhat consistent.
With a phraselike “information systems”, if thespeech
recognizerheard “andpermission systems” once, it was
likely to hear itthat way much of théime. This means
that if Jabberwockyistens while thespeaker practices his
presentation (even just a few times), it vaticountermost
of the recognitiorerrors forthat presentation.Better still,
this makes it unnecessary for thgeaker to gahrough the
tedious process of training the voice recognition system.

makes manybad associations,Jabberwocky is essentially
learning how to do abad job of running the slide
presentation.) Jabberwoclsymply associates thghrases
with the slidegandeven slidepoints) that theywere heard
with. Because of this, whileehearsingvith Jabberwocky,
the speaker should make sure that they stayell
synchronized.

When they do get out of synch, tepeaker caimform
Jabberwocky by issuing commands like “next slide” or “no,
go back.” The phrases immediately precedingcttramand
arethen associateaither with the nexslide (for the first
command) omvith the previousslide (for the second). A
speaker may further aid Jabberwockytbiling which slide
points he is lecturing from (as in “here is slig@int one.”)



Jabberwocky

All thereis to know about
Jabberwocky in ten minutes or
less!

Jabberwocky provides
speech based control of
PowerPoint

It listens to you as you give your
slide presentation, switching

How does it know what
I m talking about?
When you start it up,

Jabberwocky extracts all the text
from the slide presentation.

But, | often change the
way | say things.
Y es, people often do "complex

noun-phrase construction" when
writing slides and then speak

It doesn't sound like it
really understands me.

| would liken Jabberwocky to
the A/V guy who gets stuck
doing a Computer Theory
conference; he has no clue about

slides at the appropriate
moments.

1t will switch slides when you point.

explicitly tell it to, or when it
recongizes that you have begun
discussing a different slide.

For example...

Then, it looks for all the key
words and phrasesin each slide

Finally, when you are speaking,
it triesto match your words to
theses words and phrases.

using more natural prose.

When listing key phrases,
Jabberwocky also enumerates a
number of ways you might
restate them, using a number of
simple syntactic transformations.

the details but knows enough to
follow along.

"Somehow it seems to fill my
head withiideas only | don't
know what they are! However,
someone killed something: that's
clear at any rate."

<pause> today it al to you ever thing to one know about jabberwocky 10 minutes to less <pause> so

for stop what doesinto <pause> the essentially provides a speech based interface to microsoft's !
power plant presentation software <pause> it listensis to presenters lads switching sides of the

appropriate moments <pause> it switches the slide when it's possibly tell until when recognizes the t

jurors discussed in different <pause> for example <pause> new wonder how is the norm talking b !
about <pause> while winning started up jabberwocky to extract the text premise slidesin the |

presentation <pause> then defines key words and phrases and in each from <pause> finely when
you speak it matches your words to these words and phrases <pause> blame myself and change the

way say things <pause> and the people often construct complex now praises when making their ' ' ' '

dlides and then in discussing them use more natural process <pause> when this thing key phrases
jabberwocky also uses the number of samples and tactic transformations <pause> to enumerate the
number of ways to my mistake them <pause> so you replied that doesn't sound like it realy
understands be all <pause> troops <pause> i would like in jabberwocky to the tv guide the computer
theory conference <pause> his clueless regarding what's been talked about <pause> the still able to

follow along <pause> hornet's like alice from lewis carroll said the looking glass after reading the i

jabberwocky <pause> she said somehow it seems to fill my head with ideas <pause> only at don't
know what they are <pause> however someone killed some thing that's clear to anyone
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Figure 3: Results from the first experiment.
Acrossthe top, the five dlides that the speaker lectured from. On the left, what Jabberwocky heard the speaker say in his
narration. On theright, the probability distribution during the course of the talk.

With speakers who reliably discussery point in order on
their slides, this level of training should helpbberwocky
to provide error-free control of their slides.

In Figure 2, we examine hodabberwocky learns from
the narration it hears. On theft, we seethe text from a
slide title and three ways that Jabberwocky heardpeaker
discussit. The speakeradded the phrase “youmight
wonder” as atransition into theslide and Jabberwocky
learned several phrases/olving theword “wonder.” Now
Jabberwocky can anticipatbe speaker’stransition. The
speech recognizdnad problems with thephrase“does it
know whatI'm” (monosyllabic words tend to cause the
most difficulty). The phrases itlearned as aresult
(involving “annoy” and “northern”) will help it the next
time the speech recognizer mis-hearswioeds inthe same
way.

EXPERIMENTS

In this section wetake a look atlabberwocky inaction.
First, we do afree-form lecture on &et of five slides,
showing how thewords and phrasesextractedfrom the
slides allow Jabberwocky to identify which slide gpeaker

is lecturing from. Second, we traidabberwocky by
rehearsing a presentation thtéaes and seethe words and
phraseghat it learns. Jabberwocky is implemented on a

network of a Macintosh(for text processingusing
Common Lisp)and a PC(running IBM ViaVoice and
Microsoft PowerPoint.)

Using an Untrained Jabberwocky

In the first experiment, thepeaker lectureifom a set of
five slides that informally describe the operation of
Jabberwocky. Sincethis is a free-form lecture,
Jabberwocky assumemthing about therder ofthe slides
but uses the probabilistic method to determine what slide to
switch to andwhen. Figure 3 shows the results of the
experiment. Across the top are the slides tae lectured
from, shown in theorderthey were lecturedrom. On the
left is what thespeaker said (abeard by Jabberwocky.)
The words in bold indicatethe placeswhere Jabberwocky
decided to switch slides. The underlined wordse used as
evidence for switching to the next slide. On tight is a
chart displayingthe probability distribution as the talk
progressed. Time progressmvnward, andhe further the
solid regions extend to the right, the moreconfident
Jabberwocky was.

Looking at thespeaker's narrativéon the left) and
comparing it to the slide contenacrossthe top), we can
see that Jabberwocky usually switched to a new sliti@n
five words ofwhen thespeaker startediscussingit. The



New phrase: "billion stance"

Jabberwocky heard: "... doesn't delicate billion stance be no."

Speaker actualy said: "... doesn't sound like it really understands me at al.”

New phrase: "clueless forgetting"

Jabberwocky heard: "... theory conference is clueless forgetting what's been talked about."
Speaker actually said: "... theory conference is clueless regarding what's being talked about”

New phrases. "like dice", "lewis carroll", "look glass', "glass factory"
Jabberwocky heard: "... like alice from lewis carroll till looking glass factory..."
Speaker actualy said: "... like Alice from Lewis Carroll's "Through the Looking Glass" after reading...”

Figure 4: Results from the second experiment. Interesting phrases learned for the fifth slide.

five words roughlycorrespond tdwo phrases. Looking at
the probability distribution (on the right), weee that
Jabberwockywas nearly always confidentlsolated spikes
indicate places where Jabberwoakgs distracted due to the
speaker inadvertentlyaying a keyphrase from aifferent
slide. Even though none of these spikesebig enough
to cause Jabberwocky to incorrectly chastiges, they do
suggest that it may bdifficult to do large-scaldree-form
lectures without having unwanted slide changes.

Learning through Rehearsal

In the second experiment, the speaker rehearsed his
presentation with Jabberwocky threetimes, allowing
Jabberwocky to learthe phrases thepeakeitended to use
in presenting his slides. Tiepeaker usethe slidesfrom
the first experimentind employed asomewhat consistent
narrative in discussingthem. The speaker guided
Jabberwocky through the talk, usingcommands like
“beginning the next slide” and “beginning tkecondpoint”
so thatJabberwocky would be able taccurately associate
the phrases with the right slide points.

Before the learning beganjabberwockyhad extracted
129 wordsandphrases from the slideasing thesyntactic
approaches discusseghrlier. From the first rehearsal,
Jabberwockylearned 43new phrases. Theseonsisted

setting up the quotation from “Through the Looking
Glass.”

RELATED WORK

Jabberwocky’s Bayesian method &kipping around in the
slides has much in common with theethodsused by
Heckerman and Horvitz [9] for the Microsoft Office
Assistant. Theytake typedfree-text queries, extract key
terms, and then use a Bayesian approactetermine which
of the thousands of help topiegll be most useful as an
answer tothe query. They do almost nogrammatical
analysis of the texand the probabilitieswere all human-
generated in an impressive knowledge-engineering effort.

Everett, Wauchope and Perez-Quinones [5] build
natural language interfaces feirtual reality systems. A
challengethey face in one of their VRworlds is that
nothing is labeled with names. As a resdifferent people
will often usevery different language in referring to the
same objects. But, since the number refisonable
commandsand queries isvery limited, theyareable to get
good results by simply scanninfpr key words and then
decidingwhat the person wantsased onthese keywords
and on what igroundthem in the virtual world. Like the
Microsoft Office Assistant research, this work is able to use
a shallow languageinderstanding because it iable to

largely of phrases taken from speaker transitions, as well aseverely limit the number of things that the user might say.

a number ofspeechrecognition errors. From thsecond
rehearsal, Jabberwockyearned 24 new phrases, and
rediscovered 1¢hrases from the previoushearsal. From
the third rehearsal, Jabberwocky learned 18 new phrases,
rediscovered 23. The increaseddliscovereghrases is due
to the speaker’'sconsistency in transitiomand the speech
recognizer’s consistency in mis-hearing certain phrases.

Figure 4 shows some
Jabberwockyearnedthrough thecourse ofthe rehearsals.
The first two (“billion stance’and“clueless forgetting”) are
due to the speech recognizemis-hearing thespeaker’s
words. The thirdset of phrases islue to the speaker's

Allen et al. [1] dealwith noisy speechinput to their
TRAINS and (the morerecent) TRIPS systems. These
systemscollaboratewith a human user to plamoutes

tweencities for varioustasks. Unlike the previously
describedsystems, TRAINS-96 actuallparses thespeech
input into speechacts. To eliminate some ofpeech
recognitionerrors(their speechrecognizerwas about 70%

interesting phrases thataccurate)the systemperforms statisticalerror correction

based on &orpus of previouslyranscribed dialoguewith
the system. Then, arserlooks for plausiblespeech acts
in the revised utterance, whichare finally filtered and
interpreted inthe context of what the systeand user are
currently doing.



Another domain ofesearch inwhich speechinput is

used in arinteresting way is in intelligent environments.

Thesesystemsprovide multiple modes ofinput—usually

observing a lecture ahe rocketscientist convention, we
cantell when it is theappropriatemoment tochange the

slides. We use our task knowledge to make kessvledge

including speech and gesture. But, in contrast to previouslygo further.

describedwork (which use unconstrained speechput),
these systemstend to rely exclusively on command
grammars. The Intelligent Roof] is a conferencaoom
featuring three display screens, wireless microphandsa
dozen cameragto track the locations of peopland to
observe gestures). It serves as an intelligemimandpost
for disaster relieplanningand as daboratory tourguide.
Peoplecan commandhe room to display information on

the displayscreensandask questions about what is shown

there.
Another interesting intelligent environmentBM's

VizSpace projecf8], allows a human user to manipulate 4.

the objects in itdisplay through a combination speech

andgesture. The useranadd,remove,relocateand resize

any of a number of graphical objects. Thesearch focuses
on the issue of how to combine tlpeechand gesture

information to produce natural interaction.

CONCLUSIONS

In this paper, wediscussedJabberwocky: aspeech-based
interface toPowerPoint. Weéooked athow we hoped to
use it in support of manglifferent presentation styles. We
also looked at the techniques needesdupport these styles:
phrase matching, a probabilisticapproach and some
learning. Jabberwocky isnow a usable system (as
demonstrated inour first experiment), giving us the
opportunity to actually invite people to use—to see
whether it is also ugal.

Through these experiences we will learn ways in which .

to extend Jabberwocky teender it more useful. Some
future work weare already aware afoncernslooking at
non-phrasal clues faggoing on. For instance, if speaker
finishes the last point of a slidendthen pauses, thisould
be an indication to gon. Also, inanalyzing thephrases
that Jabberwockyearnedthrough therehearsalprocess, it
became clear that there are many words that are blsten

for; monosyllables are nearly always mis-heard and there are

many wordsthat are commonlyused inparaphrasing. We
need tofind a principled way ofdentifying (and rejecting)
these words.

One of the triumphs of this research is thatase able
to useinaccurate speechecognition input toaccurately
control a presentation. Theason forthis success ighat,

since Jabberwocky knows what it should hear, it is able to

make strong assumptions wherhéarsthings thatare not
exactly what it expects. This is why wanfollow along
with presentations that we do najuite understand—in
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