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#### Abstract

Despite the availability of high-quality graphics systems, architects and designers still build scaled physical models of buildings and products. These physical models have many advantages, however they are typically static in structure and surface characteristics. They are inherently lifeless. In contrast, high-quality graphics systems are tremendously flexible, allowing viewers to see alternative structures, facades, textures, cut-away views, and even dynamic effects such as changing lighting, moving automobiles, people, etc.

We introduce a combination of these approaches that builds on our previously-published projector-based Spatially-Augmented Reality techniques. The basic idea is to aim multiple ceiling-mounted light projectors inward to graphically augment table-top scaled physical models of buildings or products. This approach promises to provide very compelling hybrid visualizations that afford the benefits of both traditional physical models, and modern computer graphics, effectively "bringing to life" table-top physical models.


## 1. Introduction

In [Raskar98c] we introduced the general notion of Spatially Augmented Reality (SAR), where physical objects are augmented with images that are integrated directly in the user's environment, not simply in their visual field. For example, images can be projected onto real objects using light projectors, or embedded directly in the environment with flat panel displays. For the purpose of this paper we concentrate on the former, in particular for the specific case where multiple ceiling-mounted projectors are aimed inward so that they illuminate and


Figure 1. Two different views of simple physical models augmented with projected imagery. (The underlying physical models are shown in
can augment table-top scaled physical models of buildings or other objects.

This setup promises very compelling hybrid visualizations that afford benefits heretofore exclusively afforded by either physical or graphics models. Like traditional physical models, the augmented physical model could be viewed in 3D from any position around the table, by multiple people, without head-tracked stereo glasses. However as is typical with modern computer graphics, one could easily depict alternative surface attributes, changing lighting conditions, dynamic objects, and other helpful 2D information. If one was willing to wear tracked stereo glasses, one could make virtual modifications to the physical model, adding or removing components, depicting internal structure, etc. In either case, multiple inward-pointing projectors can be used to afford very high resolution and highly-saturated imagery.


Figure 2. The underlying physical models from Figure 1. The physical objects are wood, brick, and cardboard.

When more than one inward-pointing projector is used to create virtual imagery, two central problems need to be solved:

- We need to calibrate the display environment and achieve static registration between the projectors and objects in the working volume. If 3D virtual imagery is desired, the corresponding head-tracking system also needs to be registered.
- We also need to solve the more difficult problem of generating seamless images by achieving geometric registration between overlapping projections. Building on our previous work [Raskar99a] we propose to use static video cameras and standard active computer vision techniques to compute the necessary 3D representation of the projector parameters and the surfaces of the real objects. The problem of achieving seamless imagery with multiple
projectors has been explored for simple configurations by [Humphreys99] [Panoram] [Raskar98d] [Raskar99a] [Trimensions]. However, in this case, due to the presence of concave objects or a collection of disjoint objects, the regions of overlap between the two projectors are not necessarily contiguous.


### 1.1 Applications

The hybrid physical/graphics model-based SAR approach described in this paper has certain restrictions when compared to pure physical or graphics model approaches. However, it offers an interesting new method to realizing compelling high-fidelity illusions of virtual objects and surface characteristics coexisting with the real world. Two example applications are augmented visualization of table-top architectural models of one or more buildings, and augmented visualization of bench-top parts and procedures for assembly line workers or repair technicians.

In the first example, an architect could provide clients with a compelling form of walk-around scaled model of the real (proposed) buildings or complex. In a simple demonstration in [UnderKoffler99], a single projector is used to illuminate blocks on a table-top for urban planning. With SAR, at a minimum, assuming the surfaces of the physical model are diffuse white, the approach could be used to "paint" different colors and textures onto the surfaces of the physical model. (The textures could also convey some notion of 3D surface perturbations by using bump mapping for example.) In addition she could show the clients the building as it would appear under varying lighting conditions, including night time with building lights on, daylight with the sun in varying positions, and both over varying seasons. Finally, she could show the clients parts of the internal structure of the building, including pipes, electrical wiring, etc.

In the second example, an assembly line worker could be guided through the assembly process via spatiallyaugmented information. Head-mounted display AR has been used for this application at the Boeing Corporation [Curtis98]. Using the techniques in this paper we believe one could achieve the same effects without the need of a head-mounted display, using inward-pointing projectors to render instructional text or images on a white work surface.

### 1.2 Hybrid Model Visualization

In purely virtual environments (VE), one renders graphics models of real objects, usually together with computer generated virtual objects. In contrast, the basic notion of Augmented Reality (AR) is to enhance physical objects with computer generated virtual objects. In the case of immersive (HMD-based) VE, the user sees physical and virtual objects at the same limited spatial and temporal resolution and fidelity. One advantage of projector-based Spatially-Augmented Reality [Raskar98c], like optical-see-through HMD-based AR, is that the spatial and temporal fidelity of the physical object is preserved and only the additional data is rendered at limited resolution. In contrast, with video-see-through HMD-based AR, images of virtual objects are rendered and superimposed with video images of the physical objects, so again the user sees physical and virtual objects at the same limited resolution and fidelity.

Here we are interested in Spatially-Augmented Reality in the specific case where the physical object being augmented by projected imagery is itself a model of interest-in fact, a physical model that matches the basic structure of the graphics model, the representation used by the computer. In the most basic example, the visualization of a building (for example) makes use of both a physical model and a graphics model of the building. The physical model has the proper structure or shape, but no color or texture. The graphics model minimally includes the structure (identical to the physical model), the colors, the textures, and any other surface attributes. In addition, the graphics model might contain some purely virtual components for which there is no physical counterpart. In effect, the user is viewing a hybrid physical and graphics model, getting advantages from both.

### 1.3 Projector Configurations

Previously, multiple overlapping projectors have been used primarily to create large panoramic displays. The user typically stands in front of the displayed images (e.g. InfoMural [Humphreys99], InfinityWall [Czernuszenko 97]) or inside the large field-of-view display environment (e.g. Cave [Cruz-Neira93], Office of the Future [Raskar98a] [Raskar99a]). We call this an inside-lookingout projection system. In most cases, one aligns the projectors so that the neighboring projections overlap side-by-side. The region on the display surfaces simultaneously illuminated by two or more projectors is usually a (well-defined) single contiguous area. Further, the corresponding projector pixel coordinates change
monotonically. This is similar to the monotonic ordering of corresponding pixels in stereo camera pairs.

Here we envision a table surrounded and illuminated by a collection of ceiling-mounted projectors, where users can visualize and possibly interact from anywhere around the table. We call this an outside-looking-in projection system. One can imagine using the projectors to render onto a simple display surface such as a sphere or a cube, creating a crystal-ball type visualization system. Another setup would be looking into a concave hemispherical bowl illuminated to render high-resolution 2D or head-tracked 3D imagery that you can walk around.

In this paper we are more interested in visualization system where one can change 2D attributes such as color or texture, and possibly 3D attributes, of known threedimensional physical models that themselves form the display surface. We have previously demonstrated [Raskar98a] how to render perspectively correct images on smooth but non-planar display surfaces. In this case, due to the presence of concave objects, or a collection of disjoint objects, the regions of overlap between two or more projectors are not necessarily contiguous, and corresponding pixels do not maintain monotonic ordering. This is a major difference and creates new challenges when a seamless image of the virtual object is to be rendered in the overlap region. In this paper, we discuss the motivation for such a system and suggest an approach for calibration and rendering for such a setup.

## 2. Usefulness

At one extreme, if a detailed physical model of an object is available, the model is clearly going to be higher resolution, more responsive, easier on the eyes, essentially better than almost anything Virtual Reality (VR) has to offer-for a static model. At the other extreme, clearly pure VR has the advantage in that you can show the user "anything," static or dynamic, without the need for a physical model. We believe that this hybrid SpatiallyAugmented Reality approach can offer some of the advantages of each of the two situations, when a physical model is either readily available or obtainable. We believe that the combination has significant potential. Even simple static demonstrations are extremely compelling, bright, clear, and easy to look at. (Please see the video available at project webpage.)

In general, assuming you want to augment a physical object with 2D or 3D graphical information, you have a several alternatives [Milgram94]. For example, you could use a video or optical see-through head-mounted display.

In fact, one major advantage of Spatially Augmented Reality achieved using light projectors is that the user does not need to wear a head-mounted display. (In [Bryson97] and [Raskar98c] the various advantages of spatially immersive displays over head-mounted displays for VR and AR have been noted.) In video see-through AR, or pure VR for that matter, the physical and virtual objects are both rendered at a limited pixel resolution and frame rate i.e. limited spatial and temporal resolution. In the hybrid SAR approach however, the spatial resolution depends only on the display parameters of the projector such as its frame buffer resolution, field of view and distance from the illuminated object. The spatial and temporal resolution of static scene is independent of the viewer location or movement. Thus, using a fixed set of projectors much higher resolution imagery, text or fine detail can be realized.

If only surface attributes of real objects are to be changed, then the calibration, authoring and rendering are much easier. In this case, the rendering is viewer independent, no stereo display (projection) is necessary and multiple people around the real object can simultaneously see the augmentation. Even if the virtual objects are not strictly surface attributes, but are near the real surfaces on which they are displayed, the eyeaccommodation is easier. Most of these advantages are shared by all spatially-augmented reality setups.

To be fair, such a hybrid approach has some disadvantages. The approach cannot in general be said to be better than pure physical or graphics models, but better than each in certain respects under certain circumstances, and worse in others. For example, you must have or be able to obtain (using our methods for example) a graphics model of the physical model. Also, one of the advantages of video see-through AR is that virtual imagery can easily occlude the images of real objects. In projector-based SAR, if the surfaces of the physical model are not pure white, one might not be able to completely occlude portions of the physical model, should that be necessary.

## 3. Methods

We have developed a simple interactive approach to modifying the surface characteristics of multiple table-top physical models. The approach essentially involves manually adjusting projected image texture coordinates to visually align with the physical models. While not sophisticated, we have shown the results to many people, and the overwhelming consensus is that these simple results are extremely compelling. (Please see the video available at project webpage.)

More significantly, building on our previous work we have developed a comprehensive automatic approach for modifying the surface characteristics of the physical model, and adding 3D virtual objects. While we are still working on demonstrating this full approach, we have demonstrated individual portions, and hope to have a full demonstration soon.

The full approach for augmenting physical models involves first determining the relationships between various components in the environment and their parameters. These components include video cameras, light projectors, physical model and the head-tracking system. We refer to this as the calibration phase. Next, the user might need to interactively associate parts of the graphics model with the corresponding parts of the physical model, or they might want to alter parts of the graphics model. We refer to this as authoring. Finally, during run time we use advanced rendering techniques to augment the physical model with perspectively correct virtual objects for the head-tracked user.

### 3.1 Calibration

We propose to use multiple ceiling mounted inwardlooking static video cameras to capture geometric information about the physical model. The video cameras can themselves be calibrated by observing a common calibration pattern such as a cube with carefully pasted checkerboards on each of its visible side [Tsai86][Faugeras93]. After the intrinsic and extrinsic parameters of the cameras are computed, the calibration pattern can be removed. By projecting active structured light with projectors, calibrated stereo camera pairs can be used to compute the depth in the scene. The primitives in the structured light could be a dense set of binary encoded dots projected by each projector. By stitching together the depth values computed by each stereo camera pair, one can create a 3D surface representation of the entire physical model. Since multiple projectors will be used, it is necessary to create a unique and continuous geometric representation of the physical model so that we can display overlapping images without visible seams. The extracted physical model can be stored as a polygonal model, the graphics model. During depth extraction, we can also determine the correspondences between 2D pixel coordinates of a given projector and the 3D locations illuminated by those pixels. If corresponding pixels for six of more 3D surface points are known, one can calibrate the projector and find the projection parameters of that light projector. Finally, if a head-tracking system is used, the transformation between the tracker's coordinate system and the working volume's coordinate system can
be computed by taking readings of the tracker sensor at multiple positions and corresponding positions of the sensor computed by triangulation with calibrated stereo camera pairs.

When more than one projector illuminates a part of the physical model, we need to ensure that the projected images are geometrically aligned. This is analogous to creating photo mosaics by stitching images together as in [Szeliski96][Sawheney97]. We need to compute correspondences between multiple projector pixels. Each camera observes which pixel of different projectors illuminated the same surface point on physical model. The set of projector pixels in correspondence can be indirectly calculated from these observations [Raskar98d] [Raskar99a].

### 3.2 Authoring

One of the important tasks in achieving compelling augmented reality is to create association between the physical objects and the graphics primitives that will enhance those objects when projected. Examples of graphics primitive are lines, text, texture mapped polygons or even complete 3D (virtual) objects. For example: which texture image should be used for the face of a building model? What color distribution will look better for a physical model? A user interface is critical in creating the graphics primitives with different shape, color and texture. A similar user interface is required for positioning and aligning the graphics primitive so that it is correctly projected on the desired part of the physical model.

### 3.3 Rendering

If one wants to change only the surface attributes of the physical model such as color or texture, then it may not be necessary to completely compute the 3D graphics models of the physical model or the projection parameters of the light projectors. For example, if the user wants to change color of one face of a building on a tabletop architectural model then $\mathrm{s} / \mathrm{he}$ only needs to find the set of pixels from one or more projectors that illuminates that face of the building. Those pixels can be determined interactively without explicit 3D representation. The pixels can be colored or applied pre-warped textures to change the appearance of the face of the building. On the other hand, if the 3D graphics model of the building and projector parameters are known, then one can easily precompute the set of projector pixels that illuminate the face of the building. When only surface attributes (for diffuse
surfaces) are changed, the rendering can be assumed to be view-independent and no head tracking is necessary.

When virtual objects are to be rendered in headtracked 3D, one can use the two-pass rendering method described in [Raskar98a]. With this method virtual objects can be made to appear perspectively correct even when the underlying surfaces of the physical model is not planar. In the first pass, the desired image of the virtual object for the user is computed and stored as a texture map. In the second pass, the texture is effectively projected from the user's viewpoint onto a polygonal graphics model of the physical model. The polygonal graphics model, with the desired image texture mapped onto it, is then rendered from the projector's viewpoint. This is achieved in real-time using projective textures [Segal92]. As described in [Raskar99a], usually a third pass of rendering is necessary to ensure that the overlapping images projected from multiple projector are geometrically aligned.

When multiple projectors overlap, the luminance in the overlap region may be much greater than that in regions illuminated by only one projector. Thus in addition to geometric alignment between projected images, it is also necessary to achieve intensity normalization. The problem of generating seamless images using multiple projectors has been explored for large wide-field-of-view displays [Panoram] [Trimensions] [Raskar99a] [Raskar99b], as well as twodimensional arrays of flat projections [Humphreys99] [Czernuszenko97]. In such cases, the overlap region is typically a (well-defined) contiguous region on display surface as well as in each projectors frame buffer. The intensity of projector pixels is weighted using feathering (also known as intensity roll-off or soft-edge) techniques so that the overlapping images blend to create a single seamless image. In case of multiple projectors looking inwards, if we have a single convex physical object illuminated by a rectangular projected image, the overlap region for any two projector is also contiguous. However, typically the physical model is made up of non-convex objects or a collection of disjoint objects resulting in overlap regions that are fragmented in each projector's frame buffer. In [Raskar99a] we described and demonstrated an image blending technique to achieve geometric alignment and intensity normalization to create seamless images from multiple projectors. The image blending technique can be used even if the single contiguous overlap region is not rectangular or the illuminated surface is not flat. When the overlap region is not contiguous, however, one first needs to identify the pixels in each projector's frame buffer that illuminate
surface(s) also illuminated by at least one other projector. Using a simple region-growing algorithm in each projector's frame buffer it should be possible to identify the different islands of overlapping regions. The image blending technique described in [Raskar99a] can then be used for each of these islands.

## 4. Registration Issues

In augmented reality, preserving the illusion that virtual and real objects coexist requires proper alignment and registration of virtual objects to real objects [Azuma94][State96][Neumann96]. Traditional AR methods use body-centric coordinate system to render synthetic objects, and SAR methods use a fixed world coordinate system to render them. However, in both cases, the static and dynamic registration errors are caused by a number of factors such as system delay, optical distortion and tracker measurement error, and are difficult to address with existing technology. The tracking requirements for registration in SAR are similar to spatially-immersive display (SID-VR) systems because real and virtual objects lie in the same fixed world-coordinate system. Thus, static calibration errors can play an important role in registration. They include correct estimate of transformations between display devices, tracker and world coordinate system. In the case of HMD-based AR, such errors result in the apparent translation of virtual objects with respect to the real objects. As noted in [CruzNeira93] and [Raskar98c], in SAR such errors lead to fundamentally different types of artifacts. For example, when the additional imagery is simply modifying the surface attributes, the rendered imagery is viewer independent and remains registered with static real objects. If 3D virtual objects are displayed on part of the physical model with which they are expected to be registered, then as described in [CruzNeira93][Raskar98c], the dynamic errors results in shear of virtual objects instead of translation. Finally, if floating 3D objects are to be displayed, the mis-registration is similar to HMD-based AR. This will also be the case if interaction with virtual objects involves movement with respect to the real objects.

## 5. Conclusion

In this paper we have presented the idea of augmenting physical models by surrounding them with light projectors and displaying seamless images on the surfaces of those objects. This method appears to be especially effective when the surface attributes of the real objects need to be
augmented, for example surface color or texture. Multiple users can stand around and view the modified surface attributes without stereoscopic projection, glasses or HMD. We have described how the setup can be used to augment physical models by displaying perspectivelycorrect 3D virtual objects.

The hybrid visualization method can augment physical models with white diffuse surfaces by blending images from multiple projectors. However, currently this technique appears to be somewhat limited to visualization and not suited for complicated interaction with the virtual objects. One also needs to address the issue of aliasing if physical models with sharp edges are illuminated by limited resolution images. Shadows can also create a problem.

We look forward to refining our ideas and the related algorithms, developing better authoring programs, and to pursuing some of the many applications we have in mind. In our current setup, we have simply painted different colors and textures on top of the physical model. However, we plan to construct a complete setup with head-tracking to display 3D virtual objects in the next few months. In the end we believe the approach promises very compelling hybrid visualizations that afford the benefits of both traditional physical models, and modern computer graphics, effectively "bringing to life" table-top physical models.


Figure 3. The images in projector framebuffers for the scene in Figure 1.

## 6. Experiment

We have demonstrated a simple table-top physical model illuminated by two video projectors and augmented by painting different textures and colors. The video of the demonstration is available at the project website. As shown in Figure 2, the scene is made up of white-colored wooden objects, cardboard boxes and bricks. The textures and colors are interactively painted using Adobe Photoshop. For facades, it is sufficient to specify four points to achieve the necessary pre-warping of textures.

Figure 1 shows the augmented scene with two projectors. The video also shows how colors can be interactively changed (in this case spray-painted). Then we show contribution of each projector. When we turn on the room lights, one can see the simplicity of the physical model (also shown in Figure 2). The images in each of the two projector framebuffers are shown in Figure 3. Although this experiment uses only two projectors and a simple physical model, complex architectural models when illuminated with multiple projectors and viewed with head tracking will be more pleasing to look at than with the pure VR or HMD-based AR displays. Please see the project web site http://www.cs.unc.edu/~raskar/Tabletop for more media.
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