CHAPTER 3: Extending Film-Like Digital Photography 
As a thought experiment, suppose we accept our existing film-like concepts of photography, just as they have stood for well over a century.  For the space of this chapter, let’s continue to think of any and all photographs, whether captured digitally or on film, as a fixed and static record of a viewed scene, a straightforward copy of the 2-D image formed on a plane behind a lens.   How might we improve the results from these traditional cameras and the photographs they produce if we could apply unlimited computing, storage, and communication to them?  The past few years have yielded a wealth of new opportunities, as miniaturization allows lightweight battery-powered devices such as mobile phones to rival the computing power of the desktop machines of only a few years ago, and as manufacturers can produce millions of low-cost, low-power and compact digital image sensors, high-precision motorized lens systems, bright, full-color displays, and even palm-sized projectors, integrated into virtually any form as low-priced products.  How can these computing opportunities improve conventional forms of photography?

Currently, adjustments and tradeoffs dominate film-like photography, and most decisions are locked in once we press the camera’s shutter release. Excellent photos are often the result of meticulous and artful adjustments, and the sheer number of adjustments has grown as digital camera electronics have replaced film chemistry, and now include ASA settings, tone scales, flash control, complex multi-zone light metering, color balance, and color saturation.  Yet we make all these adjustments before we take the picture, and even our hastiest decisions are usually irreversible.  Poor choices lead to poor photos, and an excellent photo may be possible only for an exquisitely narrow combination of settings taken with a shutter-click at just the right moment.  Can we elude these tradeoffs?  Can we defer choosing the camera’s settings somehow, or change our minds and re-adjust them later?  Can we compute new images that expand the range of settings, such as a month-long exposure time?  What new flexibilities might allow us to take a better picture now, and also keep our choices open to create an even better one later?

3.1
Understanding Limitations 

This is a single-strategy chapter.  Since existing digital cameras are already extremely capable and inexpensive, here we will explore different ways to construct combined results from multiple cameras and/or multiple images.  By digitally combining the information from more than one image, we can compute a picture superior to what any single camera could produce, and may also create interactive display applications that let users adjust and explore settings that were fixed in film-like photography. (FOOTNOTE-1)

(FOOTNOTE-1)For example, HDRShop from Paul Debevec’s research group at USC-ICT[http://projects.ict.usc.edu/graphics/HDRShop] helps users construct high-dynamic-range images from bracketed-exposure image sets, then lets users interactively adjust exposure settings to reveal details in brilliant highlights or the darkest shadows; Autostitch from David Lowe’s group at UBC [http://www.cs.ubc.ca/~mbrown/autostitch/autostitch.html] and AutoPano-SIFT[http://user.cs.tu-berlin.de/~nowozin/autopano-sift/] let users construct cylindrical or spherical panoramas from overlapped images; and HD View from Microsoft Research[http://research.microsoft.com/ivm/hdview.htm] allows users an extreme form of zoom to explore high-resolution panoramas, varying smoothly from spherical projections for very wide-angle views (e.g. >180o) to planar projections for very narrow, telescopic views (<1o).

This strategy is a generalization of ”bracketing” [cite: http://en.wikipedia.org/wiki/Bracketing] already familiar to most photographers.  Bracketing lets photographers avoid uncertainty about critical camera settings such as focus or exposure; instead of taking just one photo at what we think are the correct settings, we make additional exposures at several higher and lower settings that ”bracket” the chosen one.  If our first, best-guess setting was not the correct choice, the bracketed set of photos almost always contains a better one.  The methods in this chapter are analogous, but often use a larger set of photos as multiple settings may be changed, and we may digitally merge desirable features from multiple images in the set rather than simply select just one single best photo.  
We need to broaden our thinking about photography to avoid missing some opportunities.  So many of the limitations and trade-offs of traditional photography have been with us for so long that we tend to assume they are inescapable, a direct consequence of the laws of physics, image formation and light transport.   For example, Chapter ??? [chapCameraFundamentals] reviewed how the depth-of-focus of an image formed behind a lens is a direct consequence of the thin-lens law [fig:depthOfFocus—SHOULD BE A SIDE_BAR ILLUSTRATION (SEE JackDepthOfFocusSlides.ppt; make figure with explanatory caption].  While true for a single image, merged multiple images let us construct an ‘all focus’ image (as in Fig XX), or vary focus and depth-of-focus arbitrarily throughout the image. (Maybe Agrawal04 bug images)
In film-like photography,  we cannot adjust a single knob to change the depth-of-focus: instead we must choose several interdependent settings that each impose different trade-offs.  We can use a lens with a shorter focal length, but this will make the field-of-view wider; we can compensate for the wider field-of-view by moving the camera closer to the subject, but then we will change foreshortening in the scene.

We can keep the same image size for a photographed subject if we move the camera closer and “zoom out” to a wider-angle lens, or if we move the camera further away and “zoom in” to a narrow-angle telephoto lens, but the appearance of that subject may change dramatically due to foreshortening.  Foreshortening is the subjective name for a mathematically simple rule for planar projection: the image size of an object is proportional to its depth, its distance to the camera.  In a telephoto image of a face, the distance to the camera is much greater than the small depth differences between forehead, nose, and chin, and all appear properly proportioned in the image.  In a wide-angle close-up photo,  the nose distance might be half the chin and forehead distance, exaggerating its image size in a very unflattering way.
We can compensate by cropping the sensed image using a smaller portion of the image sensor, but this reduces resolution and may make some lens flaws more noticeable, such as focus imperfections, chromatic aberration and coma,  and other lens flaws less apparent, such as radial distortion.  We can leave the lens unchanged but reduce the size of its limiting aperture, but this decreases the light falling on the image sensor and may increase visible noise.    Compensating for the decreased intensity by increasing exposure time increases the chance of motion-blur or camera-blur.  Increasing the sensor’s light sensitivity further increases image noise.
 

What strategy should we choose to extend film-like photography in the most useful ways?  Usually, no one answer is best; instead, we confront a host of interrelated tradeoffs that depend on scene, equipment, the photographer’s intentions, and the ultimate display of the photograph. 

What are our assumptions as photographers? Do they remain valid for bracketing, for merged sets of photographs? How might we transcend them by combining, controlling and processing results from multiple cameras, lights, and photographs using computing methods?
We are misled by our strong beliefs.  Surely every photo-making process has to employ a high-quality optical system for high quality results.  Surely any good camera must require focusing, adjusting zoom level, choosing the field of view and the best framing of the subject scene.  To achieve the results we aspire to, surely we must choose our exposure settings carefully, seek out the optimal tradeoffs among sensitivity, noise and the length of exposure needed to capture a good image.  Surely we must keep the camera stable as we aim it at our subject.  Surely we must match the color-balance of our film (or digital sensor) to the color spectrum of our light sources, and later match it to the color spectrum of our display device.  Surely we must choose appropriate lighting, adjust the lights well, choose a good viewpoint, pose and adjust the subject for its most flattering appearance (and “Say cheese!”).  Only then are we ready to click the shutter.  Right?

Well, no, not necessarily, not any longer.  We can break each of these conventions with computational methods.  The technical constraints change radically for each of these conventions if we’re allowed to combine results from multiple photographs and/or multiple cameras.  This chapter points out some of those assumptions, describes a few current alternatives, and encourages you to look for more.  
A few inescapable limits, though, do remain: 

· we cannot measure infinitesimal amounts of light, such as the strength of a single ray, but instead must measure a bundle of rays; a group that impinges on a non-zero area and whose directions span a non-zero solid angle; and

· we cannot completely eliminate noise from any real-world sensor that measures a continuum of values (such as the intensity of light on a surface); and

· we cannot create information about the scene not recorded by at least one camera.

Beyond these basic irreducible limits, we can combine multiple photographs to substantially expand nearly all the capabilities of film-like photography.

3.2
Strategies: Fusion of Multiple Images 

Tradeoffs in film-like photography improve one measurable aspect of a photograph at the expense of another.  While we can capture a series of photographs with different settings for each, we can also vary setting within the digital sensors themselves:

3.2.1 ”Sort first” versus ”Sort last” Capture
With the 'sort first' method, we capture a sequence of photographs with one or more cameras.  Each photo forms one complete image, taken with just one complement of camera settings.  Each image is ready to use as output, and we need no further “sorting” of the image contents to construct a viewable output image (though we may still merge several photos to make the output even better).  Bracketing of any kind is a good example of “sort first” photography  -- if we photograph at high, moderate, and low exposure times, we “sort” the results by selecting the best whole-photo result; we don't need any further untangling of measured data to create the best photograph.  For example, in 1909-1912, and 1915, commissioned and equipped by Tsar Nicholas II, Sergei Mikhailovich Prokudin-Gorskii (1863-1944) surveyed the Russian Empire in a set of beautiful color photographs gathered by his own “sort first” method for color photography [cite:  http://www.loc.gov/exhibits/empire/gorskii.html].  His single-lens customized view-camera took a rapid sequence of three separate photographs, each through a different color filter in front of the lens.  In 2003, the U.S. Library of Congress digitized a large set of these negatives and merged them to construct conventional color photographs.
The “sort last” method mixes together several different settings within each photographic image we take. After photography we must “sort” the contents of the photos, rearrange and recombine them somehow to construct a suitable output image. Such multiple simultaneous measurements in each image make sort-last methods less susceptible to scene variations over time, reducing the chance that a transient scene value will escape successful measurement. For example, suppose we photograph a scene as clouds cover or reveal the sun during “sort-first” exposure bracketing; our first high-exposure photo, taken before the sun went behind clouds appears overly bright, but our subsequent mid and low exposure photos are darker than they should be due to falling light levels, yielding no usable photos at all.  Another example of “sort-first” difficulties appeared in merging Prokudin-Gorskii’s color plates; unpredictable motions from wind-blown trees and swirling river water during photography caused mismatches among the 3 negatives, resulting in color fringing and rainbow-like artifacts, as in “Pinkhus Karlinskii. Eighty-four years [old].” Viewable online at http://www.loc.gov/exhibits/empire/images/p87-5006.jpg.  
The “Bayer” color mosaic pattern found on nearly all single-chip digital cameras is perhaps the most widely used form of “sort-last” measurement, while 3-chip digital cameras follow the “sort first” method.  Three-chip cameras (more common for high-quality video applications than still photos, e.g.) use a dichroic prism [http://en.wikipedia.org/wiki/Dichroic_prism] assembly behind the lens to split the image from the lens into 3 wavelength bands for 3 separate image sensors.  In the patented Bayer mosaic method, individual, pixel-sized color filters cover adjacent pixels on this sensor, forming a red, green, and blue filter pattern as shown.  Even though the sensor loses spatial resolution because of this multiplexing, we can measure all 3 colors at once, and interpolate sensible values for every pixel location (de-mosaicking) to give the impression of a full-resolution image with all colors measured for every pixel.
IMAGE

http://en.wikipedia.org/wiki/Bayer_filter [SITE HAS IMAGE TO USE]
FIG X: Bayer Mosaic in many modern digital cameras employs “sort-last” sensing for color.  ‘De-mosaicking’ methods employ edge-following, estimation, and interpolation methods to approximate a full-resolution color image from these measurements.  Alternatively, three-chip video cameras follow the “sort-first” method, and sense three complete, independent color images simultaneously.
3.2.2 Time- and Space-multiplexed Capture

In addition to “sort-first” and “sort-last,” we can also classify multi-image gathering methods into time-multiplexed and space-multiplexed forms, which are more consistent with the 4D ray-space descriptions we encourage in this book.  Time-multiplexed methods use one or more cameras to gather photos whose settings vary in a time-sequence:  camera settings may change, the photographed scene may change, or both.  Space-multiplexed methods are their complement, gathering a series of photos at the same time, but with camera settings that differ among cameras or within cameras (e.g. “sort first,”  “sort last”).

Like “sort first” methods, time-multiplexed capture can introduce inconsistencies from changing scenes.  For example, suppose we wish to capture photographs for assembly into a panoramic image showing a 360-degree view from a single viewpoint.  For a time-multiplexed sequence, we could mount a single camera on a tripod, use a lens with a field of view of D degrees, and take a time-multiplexed sequence by rotating the camera D degrees or less between each exposure.  With an unchanging scene and a camera with little or no radial distortion we can gather a set of photographs that match each other perfectly in their overlapped regions, and any conventional panorama-making software will produce good results.  However, any movement or lighting changes within the scene during this process will introduce inconsistencies that are much more difficult to resolve.  Clouds in the first photograph might not align at all with clouds in the last one, but alignment is not impossible.  Tools in PhotoShop CS3 are suitable for manually resolving modest mismatches, and “Video panoramas” have proven capable of resolving more challenging scene changes that include flowing water, trees waving in the wind, and lighting changes [Agarwala2005 http://grail.cs.washington.edu/projects/panovidtex/panovidtex.pdf]). 

A space-multiplexed sequence neatly avoids these time-dependent mismatches. To capture a changing panorama, we can either construct a ring of cameras with aligned or slightly overlapping fields-of-view to capture all views simultaneously (e.g. Kodak’s ‘Circle-Vision360’ panoramic motion-picture attraction [1967 onwards] at Disney theme parks), or resort to specialized catadioptric (lenses-and-mirrors) optics to map the entire panorama onto a single image sensor [NayarCata97, and Benosman2001]
3.2.3 Hybrid Space-Time Multiplexed Systems

Hybrid systems of video or still cameras enable capture of each step of a complicated event over time in order to understand it better, whether captured as a rapid sequence of photos from one camera (a motion picture), a cascade of single photos taken by a set of cameras, or something in between.  Even before the first motion pictures, in 1877-9 Edweard Muybridge (http://www.kingston.gov.uk/browse/leisure/museum/museum_exhibitions/muybridge.htm) devised just such a hybrid by constructing an elaborate multi-camera system of wet-plate (collodion) cameras to take single short-exposure-time photos in rapid-fire sequences.  Muybridge devised a clever electromagnetic shutter-release mechanism triggered by trip-threads to capture action photos of galloping horses.  He also refined the system with electromagnetic shutter releases triggered by pressure switches or elapsed time to record walking human figures, dancers, and acrobatic performances (see http://www.kingston.gov.uk/browse/leisure/museum/museum_exhibitions/muybridge.htm) .  His sequences of short-exposure ‘freeze-frame’ images allowed the first careful examination of the subtleties of motion that are too fleeting or complex for our eyes to absorb as they are happening--a fore-runner of  slow-motion movies or video.  Instead of selecting just one perfect instant for a single photograph, these event-triggered image sequences contain valuable visual information that stretches across time and across a sequence of camera positions, and is suitable for several different kinds of computational merging.  

Perhaps the simplest ‘computational merging’ of time-multiplexed images occurs within the camera itself.  In his seminal work on fast, high-powered electronic (Xenon) strobe lights, Harold Edgerton showed that a rapid multiple-exposure sequence can be as revealing as a high-speed motion-picture sequence, as illustrated here: (IMAGE FOUND HERE:  http://libraries.mit.edu/archives/exhibits/bush/img/edgerton-baseball.jpg NEED PERMISSION FOR THIS! Policy found here: http://libraries.mit.edu/archives/research/policy-publication.html )

Figure XX

In addition to its visual interest, photos lit by a precisely timed strobe sequence like this permit easy frame-to-frame measurements.  For example, this one confirms that baseballs follow elastic collision dynamics.[FOOTNOTE 2]

[FOOTNOTE 2]:Similarly, you can try your own version of  Edgerton’s well-known milk-drop photo sequences  (e.g. http://www.vam.ac.uk/vastatic/microsites/photography/photographer.php?photographerid=ph019&row=4 ) with a digital flash camera, an eye dropper, and a bowl of milk; http://www.math.toronto.edu/~drorbn/Gallery/Misc/MilkDrops/index.html 

In some of Muybridge’s pioneering efforts, two or more cameras were triggered at once to capture multiple views simultaneously.  Modern work by Bregler and others (http://movement.nyu.edu/ ) on motion-capture from video merged these early multi-view image sequences computationally to infer the 3D shapes and the movements that caused them.  By finding image regions undergoing movements consistent with rigid jointed 3D shapes in each image set, Bregler et al. [1998Bregler:  http://www.debevec.org/IBMR99/75paper.pdf ] could compute detailed estimates of the 3D position of each body segment in each frame, and re-render the image sets as short movies at any frame rate viewed from any desired viewpoint.
In another ambitious experiment, at Stanford University, more than one hundred years after Muybridge’s work, Marc Levoy and colleagues constructed an adaptable array of 128 individual film-like digital video cameras [Wilburn 05] that perform both time-multiplexed and space-multiplexed image capture simultaneously.  The reconfigurable array enabled a wide range of computational photography experiments (see Chapters XX, YY pages AA and BB).  Built on lessons from earlier arrays (e.g. [Kanade97], [Yang02],[Matusik04],[Zhang04)), the system’s interchangeable lenses, custom control hardware, and refined mounting system permitted adjustment of camera optics, positioning, aiming, arrangement and spacing between cameras. One configuration kept the cameras packed together, just 1 inch apart, and staggered the triggering times for each camera within the normal 1/30 second video frame interval.   The video cameras all viewed the same scene from almost the same viewpoint, but each viewed the scene during different overlapped time periods.  By assembling the differences between overlapped video frames from different cameras, the team was able to compute the output of a virtual high-speed camera running at multiples of the individual camera frame rates and as high as 3,000 frames per second.  

However, at high frame rates these differences were quite small, causing noisy results we wouldn’t find acceptable as a conventional high-speed video camera, [such as VisionResearch08].  Instead, the team simultaneously computed three low-noise video streams with different tradeoffs using synthetic-aperture techniques [Levoy04].  They made a spatially-sharp but temporally blurry video Is by averaging together multiple staggered video streams, providing high-quality results for stationary items but excessive motion blur for moving objects.  For a temporally-sharp video It, they  averaged together spatial neighborhoods within each video frame to eliminate motion blur, but this induced excessive blur in stationary objects. They also computed a temporally- and spatially-blurred video stream Iw, to hold the joint low-frequency terms, so that the combined streams Is + It – Iw exhbited reduced noise, sharp stationary features and modest motion blur, as shown in Figure {chap3levoyHiSpeed}:
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FIGURE {chap3levoyHiSpeed}: Staggered video frame times permit construction of a virtual high-speed video signal with a much higher frame-rate via ‘hybrid synthetic aperture photography’[Wilburn2005, Fig 12, reproduced by permission NEED TO GET PERMISSION].  Hybrid synthetic aperture photography for combining high depth of field and low motion blur. (a-c) Images captured of a scene simultaneously through three different apertures: a single camera with a long exposure time (a), a large synthetic aperture with short exposure time (b), and a large synthetic aperture with a long exposure time. Computing (a+b-c) yields image (d), which has aliasing artifacts because the synthetic apertures are sampled sparsely from slightly different locations.  Masking pixels not in focus in the synthetic aperture images before computing the difference (a + b - c) removes the aliasing (e).  For comparison, image (f) shows the image taken with an aperture that is narrow in both space and time.  The entire scene is in focus and the fan motion is frozen, but the image is much noisier.
3.3 Improving Dynamic Range 

Like any sensor, digital cameras have a limited input range: too much light dazzles the sensor, ruining the image with a featureless white glare, while too little light makes image features indistinguishable from perfect darkness.  How can that range be improved, allowing our cameras to see details in the darkest shadows and brightest highlights?
Film-like cameras provide several mechanisms to match the camera’s overall light sensitivity to the amount of light in a viewed scene, and digital cameras can adjust most of them automatically.  These include adjusting the aperture size to limit the light admitted through the lens (though this alters the depth-of-field), adjusting exposure time (though this may allow motion blur), placing ‘neutral density’ filters in the light-path (though this might accidentally displace the camera), or adjusting the sensitivity of the sensor itself--using a film with a different ‘ASA’ rating (which changes film-grain size), or changing the gain-equivalent settings on a digital camera (which changes the amount of noise).  Despite their tradeoffs, these mechanisms combine to give modern camera sensitivity an astoundingly wide sensitivity range, one that can rival or exceed that of the human eye, which adapts to sense light over 16 decades of intensity from the absolute threshold of vision at about 10-6cd/m2 up to the threshold of light-induced eye damage near 10+8 cd/m2.
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OR USE THE MUCH PRETTIER< HIGHER-Res IMAGES FROM HERE: http://en.wikipedia.org/wiki/Image:HDRI-Example.jpg  
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http://en.wikipedia.org/wiki/Image:Old_saint_pauls_1.jpg 
Figure {fig:hdrExample}: Tone-mapped HDR (high dynamic range) image from [Choud03].   Many back-lit scenes such as this one can easily exceed the dynamic range of most cameras. Bottom row shows the original scene intensities scaled by progressive factors of ten; note that scene intensities in the back-lit cloud regions at left are approximately 10,000X times higher than shadowed forest details, well beyond the 1000:1 dynamic range typical of conventional CMOS or CCD camera sensors.      

However, sensitivity adjustment alone isn’t enough to enable cameras to match our eye’s ability to sense the variations in intensity of every possible scene. Many scenes with plenty of light are still quite difficult to photograph well because their contrasts are too high; the intensity ratio between their brightest and darkest regions overwhelms the camera, so that it cannot capture a detailed record of the darkest blacks and the brightest whites simultaneously. Troublesome high-contrast scenes often include large visible light sources aimed directly at the camera, strong back-lighting and deep shadows, reflections, and specular highlights such as Figure {fig:hdrExample} above.  Film-like photography offers us little recourse other than to add light to the shadowy regions with flash or fill-lighting; rather than adjust the camera to suit the scene, we adjust the scene to suit the camera!
Unlike its sensitivity, the camera’s maximum contrast ratio, known as its “dynamic range” is not adjustable.  Formally, it is the ratio between the brightest and darkest light intensities a camera can capture from a scene within a single image without losing its detail-sensing abilities--the maximum intensity ratio between the darkest detailed shadows and brightest textured brilliance, as shown in Figure {fig:hdrExample}.  No one single sensitivity setting (or ‘exposure’ value) will suffice to capture a ‘high dynamic range’ (HDR) scene that exceeds the camera’s contrast-sensing ability.
Lens and sensor together limit the camera’s dynamic range.  In a high contrast scene, glare effects and unwanted light scattering within complex lens structures cause glare and flare effects that depend on the image itself, and cause traces of light from bright parts of the scene to ‘leak’ into dark image areas, washing out shadow details and limiting the maximum contrast the lens can form on the image on the sensor, typically between 100,000:1 to 10 million to 1 [cite: McCann07], [Levoy07glare]  The sensor’s dynamic range (typically <1000:1) imposes further limits.  Device electronics (e.g. charge transfer rates) typically set the upper bound on the amount of sensed light, and the least amount of light distinguishable from darkness is set by both the sensor’s sensitivity and its ‘noise floor’, the combined effect of all the camera’s noise sources (quantization, fixed-pattern, thermal, EMI/RFI, and photon arrival noise).
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Figure {chap3mismatchHDR}: Visual Dynamic Range Mismatch.  The range of visible intensities dwarfs the contrast abilities of cameras and displays.  When plotted on a logarithmic scale (where distance depicts ratios; each tic marks a factor-of-10 change), the range of human vision spans about 16 decades, but typical film-like cameras and displays span no more than 2-3 decades. For the daylight-to-dusk (photopic) intensities (upper 2/3rds of scale), humans can detect some contrasts as small as 1-2% (1.02:1, which divides a decade into 116 levels (1/log10 1.02)).  Accordingly, 8-bit image quantization is barely adequate for cameras and displays whose dynamic range may exceed 2 decades (100:1); many use 10, 12, or 14-bit internal representations to avoid visible contouring artifacts. 

3.3.1 Capturing High Dynamic Range 
Film-like photography is frustrating for high contrast scenes because even the most careful bracketing of camera sensitivity settings will not allow us to capture the whole scene’s visible contents in a single picture.  Sensitivity set high enough to reveal the shadow details will cause severe over-exposure for dark parts of the scene; sensitivity set low enough to capture visible details in the brightest scene portions are far too low to capture any visible features in the dark parts of the image.   However, several practical methods are available that let us capture all the scene contents in a usable way.

The resulting image covers a much wider dynamic range (see Figure {chap3mismatch} than conventional image file formats can express; storing only for 8- or 10-bit per color per pixel is inadequate to depict the much wider range of intensities in these high dynamic range (HDR) images.  Many early file formats, using extravagant amounts of memory employed simple grids of floating-point pixel values.  One popular solution used 8-8-8-8 bit pixels that featured a ‘shared exponent’ E and 8-bit mantissas in a compact, easy-to-read “RGBE” devised by Greg Ward[Ward95rgbe], and popularized by use in his photometrically accurate 3D renderer RADIANCE [Ward1998].  Later, a psychophysically well-motivated extension to the TIFF 6.0 image standard
 [logLUV98]
HDR by Multiple Exposures

The ‘sort-first’ approach is very suitable for capturing HDR images. To capture the finely-varied intensities in a high dynamic range scene, we can capture multiple images using a motionless camera that takes perfectly aligned images with different exposure settings and then merge these images.  In principle, the merge is simple; we divide the pixel value of each pixel by the light sensitivity of the camera as it took that picture, and combine the best estimates of scene radiance at that pixel for all pictures we took, ignoring badly over-and under-exposed images.

This simple form of merging is quick to compute and has found widespread early use as ‘exposure bracketing’ [Morimura 1993, Burt and Kolczynski 1993,Madden 1993,Tsai 1994], but many methods assumed the linear camera response curves found on instrumentation cameras.   Most digital cameras intended for photography introduce intentional nonlinearities in their light response, often mimicking the s-shaped response curves of film when plotted on log-log axes (‘H-D’ or Hurter-Driffield curves).  These curves enable cameras to capture a wider usable range of intensities, and provide a visually pleasing response to HDR scenes, retaining weak ability to capture intensity changes even at their extremes of over- and under-exposure, and varying among different cameras.  Some authors have proposed the use of images acquired with different exposures to estimate the radiometric response function of an imaging device, and use the estimated response function to process the images before merging them [Mann and Picard 1995, Debevec and Malik 1997, Mitsunaga and Nayar 1999.]  This approach has proven robust, and is now widely available in both commercial software tools (Adobe Photoshop CS2 and later, CinePaint) and open-source projects (HDRShop, PFStools, and more: see http://theplaceofdeadroads.blogspot.com/2006/02/high-dynamic-range-photography-with.html).   
HDR by Exotic Image Sensors
While quite easy and popular for static scenes, exposure-time bracketing methods is not the only option available for capturing HDR scenes, and is moreover unsuitable for scenes that vary rapidly over time.  In later chapters we will explore exotic image sensor designs that can sense higher dynamic range in a single exposure.   They include logarithmic sensors, pixels with assorted attenuation [Nayar and Narsihman 2003], multiple sensor designs with beam-splitters, gradient-measuring sensors [Tumblin et al 2005]. In addition, we will explore techniques for dealing with high dynamic range scenes with video cameras [Sing Bing Kang et al Siggraph 2005] or for capturing panoramas with panning cameras via attenuating ramp filters [Ahuja grp 2002, Nayar grp]. 
3.5 Beyond Tri-Color Sensing
At first glance in increase in the spectral resolution of camera, lights and projectors might not seem to offer any significant advantages in photography. Existing photographic methods quite sensibly rely on the well-established trichromatic response of human vision, and use three or more fixed color primaries such as red, green, and blue (RGB) to represent any color in the color gamut of the device.
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Figure 1.2. Comparison of the spectral response of a typical color film and digital

camera sensor. 

 (a) Spectral response of FujiFilm  Velvia 50 color slide film (from:[Fuji2008] 

FUJIFILM. FUJICHROME Velvia for Professionals [RVP]. Data Sheet AF3-960E)  (b) Spectral response of the Nikon D70 sensor  [Moh2003]
Fixed-spectrum photography limits our ability to detect or depict several kinds of visually useful spectral differences. In the common phenomena of metamerism, the spectrum of available lighting used to view or photograph objects can cause materials with notably different reflectance spectra to have the same apparent color because they evoke equal responses from the broad, fixed color primaries in our eyes or the camera. Metamers are commonly observed in fabric dyes where two pieces of fabric might appear to have the same color under one light source, and a very different color under another.

Another problem with fixed color primaries is that they impose a hard limit on the gamut of colors that the device can capture or reproduce accurately. As demonstrated in the CIE 1931 color space chromaticity diagram, each set of fixed color primaries defines a convex hull of perceived colors within the space of all humanly perceptible colors. The device can reliably and accurately reproduce only the colors inside the convex hull defined by its color primaries. In most digital cameras, the Bayer grid of fixed, passive R,G,B filters overlaid on pixel detectors set the color primaries. Current DMD projectors use broad-band light sources passed through a spinning wheel that holds similar passive R,G,B filters. These filters compromise between narrow spectra that provide a large color gamut, and broad spectra that provide greatest onscreen brightness.

Metamers and contrast enhancement: Photographers often use yellow, orange, red, and green filters for various effects in black & white photography. For example, white clouds and blue sky are often rendered as roughly the same intensity in a black & white photograph. An orange or red filter placed in front of the lens makes the sky darker than the clouds, thus rendering them as a different shade on the black & white film. A red filter essentially attenuates the wavelength corresponding to blue and green colors in the scene, thus enabling the viewer to distinguish between the clouds and the sky in the resulting photograph. This is a classic case of effectively modifying the illumination to distinguish between metamers. In color photography, use of warming filters to enhance the contrast in a photograph is quite common.

Unfortunately, photographers can carry only a limited number of filters with them. Even these filters are often rather broad-band and useful for only very standard applications. I argue that a camera that allows arbitrary and instantaneous attenuation of specific wavelength ranges in a scene would give increased flexibility to the photographer. The camera could iteratively and quickly work out the best effective filter to achieve a metamer-free high contrast photograph for a given scene. Similarly, with an ‘agile’ light source guided by our camera, we might change the illumination spectra enough to disrupt the metameric match. Similarly, we might interactively adjust and adapt the illuminant spectrum to maximize contrasts of a scene, both for human viewing and for capture by a camera. 

3.6 Wider Field of View

A key wonder of the human vision is its seemingly endless richness and detail; the more we look, the more we see.  Most of us with normal- or corrected-to-normal vision are almost never conscious angular extent or the spatial resolution limits of our eyes, nor are we overly concerned with where we stand as we look at something interesting, such as an ancient artifact behind glass in a display case.    
 Our visual impressions of our surroundings appear seamless, enveloping and filled with unlimited detail apparent to us with just the faintest bit of attention.  Even at night, when rod-dominated scotopic vision limits spatial resolution and the world looks dim and soft, we do not confuse a tree trunk with the distant grassy field beyond it.   Like any optical system, our eye’s lens imperfections and photoreceptor array offers little or resolving ability beyond 60-100 cycles per degree, yet we infer that the edge of a knife blade is discontinuous, it is disjoint from its background and is not optically mixed with it on even the most miniscule scale.  Of course we cannot see behind our heads, but we rarely have any sense of our limited field of view [FOOTNOTE 3], which stops abruptly approximately outside a cone spanning about +/-80 degrees away from our direction of gaze.[CITE: HPHP handbook of human performance].  This visual richness, and its tenuous connection to viewpoints, geometry and  sensed amounts of light can make convincing hand-drawn depictions of 3D scenes more difficult to achieve, as 2D marks on a page can seem ambiguous and contradictory (for an intriguing survey, see[Durand02depict]).  

By comparison, camera placement, resolution and framing are key governing attributes in many great film-like photographs.  How might we achieve a more ‘free-form’ visual record computationally?  How might we construct a photograph to better achieve the impression of unlimited, unbounded field of view, limitless visual richness revealed with little more effort than an intent gaze?

[FOOTNOTE 3]Try this to map out the limits of your own peripheral vision; (some people have quite a bit more or less than others): gaze straight ahead at a fixed point in front of you, stretch out your arms back behind you, wiggle your fingers continually, and without bending your elbows, slowly bring your hands forward until you sense movement in your peripheral vision.  Map it out from all directions; is it mostly circular? Is it different for each eye? Is it shaped by your facial features (nose, eyebrows, cheekbones, eye shape)? Your glasses or contact lenses? Do you include these fixed features in your conscious assessment of your surroundings?
We seldom find our impressions of our surroundings lacking in subtlety and richness; we seek out mountaintops, ocean vistas, and spectacular ‘big-sky’ sunsets and dramatic weather effects in part because the more we look around, the more we see in these visually rich scenes. With close attention, we almost never exhaust our eye’s abilities to discover interesting visual details, from the fine vein structure of a leaf to the slow boiling formation of a thunderstorm to the clouds in coffee to the magnificently complex composition of the luxurious fur on a hare (see Figure{chap3hare})
A panorama is often created as a composite picture by stitching multiple photos of overlapping but distinct parts of the scene. Capturing a panorama requires the user to manually point the camera at interesting parts of the scene while ensuring there is adequate overlap in the various captured photos. The stitching process works best for scenes far away from the camera, thus making this very useful for capturing landscapes etc. Panoramas are popular because (a) ultra wide-angle lenses are expensive and usually not very good, and (b) the composite obtained by stitching has a much higher resolution than that of the digital sensor. Additionally, the photographer can select exactly the parts of the scene that are photographed and what parts are skipped. The resulting panorama might not have a regular shape, but contains all the required “information”. The main disadvantages of panoramas are that they require capture of multiple photos, and stitching photos may not give perfect results and might produce visible seams. As both resolution and field of view increase together, images are not only very large, but also become awkward to display and explore visually. Recently several efforts have led to progress in capturing giga-pixel resolution images via panoramic stitching and viewing those gigapixel images using novel interfaces, such as HDview [Kopf et al, ‘Capturing and Viewing Gigapixel Images’, Siggraph 2007]. The HDview system for example cleverly select the image browsing parameters by continuously varied the blend between spherical and planar projection.
Summary 
Shifting from the film-like photography goal of copying an image formed by a lens to the broader topic of ‘capturing visual experience’ suggests that we should look for broader sets of solutions for gathering visual information, look for solutions included in that latter that were missing from the former.  Just as biological vision systems include many different designs for different purposes, we believe that computational photography devices might achieve similarly broad diversity and novelty in design.
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