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As a collaborator of the Future of Learning Group at the MIT-Media Lab and by being around the Lab for about 10 years, I have familiarity with Resnick’s research and projects.

I would like to focus on what was new to me and sparked my curiosity to explore: the MIDI. We started our discussion on ideas on how to use the MIDI. Quickly we agreed to composite a mood swing artifact, which would play Caribbean - Latin rhythm when detecting that the person was cold and a soft music when sensing that the person was hot. We wanted to explore the temperature sensor and in order to explore all the material, we thought we should also build a Lego mechanism to move between the sun and snowflakes. We split the group, rather unfair. I would say Shaundra took the task of building with Lego because she knew the Logo Blocks environment and I was kind of glued to the computer. The other two members want to learn and explore the programming part. So, I took the lead in explaining to them how to program the cricket to use the MIDI. We started our exploration with a bit of troubleshooting approach because the communication between cricket and Mac was not stable, and at first was pointing to the wrong port.

We were able to play with the touch sensor as well, and we implemented an interface using both temperature and touch sensors. Of course, we had not enough time to compose a music, neither LogoBlocks would allow us to do so. It brings a visual limitation as the blocks take a lot of space on the screen and we would need several “notes” blocks to have a good enough rhythm. We were successful in testing the temperature sensor and getting a vibrating sequence of notes when the body temperature was high, and a low pitch one when the body temperature was low. We used the value of the temperature sensor to set the kind of instrument that would be played and we got very interesting results.

When we were ready to incorporate the motor in order to flip the sun and snowflakes mechanism, the Mac froze and the time was up.

We also displayed the value of the temperature sensor on a LCD display, but I notice that the simple “display sensor” command (block) was not working when located in between the “notes blocks”. I had to move it to the end of the program after it had executed all the notes in order for it execute properly. Just before the Mac had frozen, I had moved the display sensor back in between the “notes” block, so we could not demonstrate this feature to everybody, since the last program downloaded had the display command in a place where the software was not picking it up.

When I was discussing this problem I found with the “sounds blocks” and the “display sensor block” to one of the facilitators helping us out, she did not take the time to fully understand what I was saying and kind of blame us for not probably programming it right. I would like to call the attention to facilitators of this kind of technology and education projects to avoid blaming people for mistakes that might occur in a program. Instead debug it carefully and demonstrate how a problem might have different solutions and how we can confuse the machine by not being clear on the commands given. And realizing that sometimes we might be right and the program really has a bug. Debugging is an approach to learning that should be explored together with the student, but blaming the learner for programming mistakes and bugs might affect the self-esteem. 

As I have enough practice with LogoBlocks, I know that the software is a work in progress and does have some bugs, so I was surprised that the facilitator was not able to acknowledge that.

I think it was a great experience especially to observe how students that have never used this kind of technology before can build useful and interesting technological artifacts in such a short period of time. Very good job everybody!!!!

