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ABSTRACT

Our central clam is that user interadions with everyday
productivity applications (e.g., word processors, Web browsers,
etc.) provide rich contextua information that can be leveraged to
suppat just-in-time acces to task-relevant information. We
discussthe requirements for such systems, and develop a genera
architedure for systems of this type. As evidence for our claim,
we present Watson, a system which gathers contextual
information in the form of the text of the document the user is
manipulating in order to proadively retrieve documents from
distributed information repositories. We dose by describing the
results of several experiments with Watson, which show it
consistently provides useful information to its users.
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1. INTRODUCTION: THE PROBLEM OF

CONTEXT

Traditional information retrieval systems [29] have become the
cornerstone of information access on the Internet (e.g., [2, 14,
19]) and virtually al other settings in which people accss
information via the computer. Such systems process requests in
the form of query consisting of natural language search terms, and
provide the user with alist of links to those documents the system
determines are relevant to the query.

From the perspedive of the user interface natural language seems
ided. Users neal orly express their request in terms of a few
seach terms. What could be eaier? Unfortunately, even if
information retrieval systems attempted to understand and
represent the concepts being expresed in the documents they
index or the requests they process they are divorced from criticd
information that is necessary to uncerstand them. Namely,
traditional information systems are isolated from the context in
which a request occurs. Information requests occur for a reason,
and that reason gounds the request in contextual information
necessry to interpret and pocess it. Withou access to this
context, requests bewmme highly ambiguouws, resulting in
incoherent results, and ursatisfied users.

1.1 A Query and Three Scenarios

Consider the request “information about cas’ and olserve how
dragticdly the utility of various results changes as we manipulate
the context of the request in the foll owing scenarios.

Scenario 1 Veterinary student writing a term paper on animal
cancer. In this case, the most appropriate resources probably have
to dowith feline cancer, its diagnasis, treament, etc.

Scenario 2 Contractor working on a proposal for a new building.
The ontrador is most likely referring to Caterpill ar Corporation,
a maor manufadurer of construction equipment, usualy
shortened to “cat” by peoplein the cnstruction bisiness

Scenario 3 Grade-school student writing a paper about Egypt.
In this case, we would like to seeinformation about cat mummies,
laden with pictures and descriptions that are gpropriate for a
grade schod student.

These scenarios ill ustrate three kinds problems associated with
interpreting arequest out of context.

Problem 1: Relevance of active goals. The adive goals of the
user contribute significantly to the interpretation o the query and
to the aiteriafor judging aresourcerelevant to the query.

Problem 2: Word-sense ambiguity. The word sense of “cat” is
different from the othersin scenario 2 The @ntext of the request
provides a dea choiceof word sense.

Problem 3: Audience appropriateness. The aidiences in ead of
the scenarios also constrain the dioice of results. Sources
appropriate for a veterinarian probably will not be gpropriate for
astudent in grade schod.

The &ove examples uncover several major problems with current
information retrieval systems that attempt to processrequests out
of context. Moreover, a recent study of seach engine queries
showed that on average, users queries were 2.21wordslong [31].
Neallessto say, a two-word query most likely does not contain
enowgh information to discern the adive goals of the user, or even
the gpropriate senses of the words in the query. These problems
are nat new to reseachers in information retrieval. The foll owing
sedion oulines previous work in this area

2. PREVIOUSEFFORTSIN
ESTABLISHING CONTEXT FOR
INFORMATION REQUESTS

Previous efforts in establi shing context for information accesscan
be dasdfied into four caegories: relevance feedbadk in
information retrieval, systems that use user profiles, approaces



based on implicit and explicit techniques for word-sense
disambiguation, and knowledge engineaing approaces.

2.1 Relevance Feedback

The technique of aquiring relevance feedbadk [28] to narrow the
seach space ca be seen as a method d discerning context. In
systems that suppat relevance fealbad, the user begins with a
standard query and then evaluates the results returned (usualy by
judging a result as relevant or not relevant). The evidence
gathered as a result of the user’s evaluation is used to modify the
original query by adding pasiti ve or negative search terms.

In the vedor space model of information retrieval [29], queries
and dauments are represented as vedors in a high dmensional
space where eab dmension represents a word or word stem.
Given a query Q, a vedor in this gace documents D for which
the measure d(Q, D) is minimized are first retrieved, where d is
some measure of distance (usually the wsine of the angle between
the vedors Q and D, or the dot prodict of the two vedors if the
spaceis normalized). When the user performs a judgment on a
document D, the query Q is modified by adding the judged
document’s terms. E.g., Q := Q + a D, where « isascdar and
|| < 1, with a positive value when D is judged relevant, and a
negative value when D isjudged irrelevant [2§].

Few commercia seach engines currently suppat relevance
feadbadk. However, arecent study of Excite [14], one of the only
major seach engines that did suppat relevance feedbad at the
time, showed that users hardly ever took advantage of it [31].
Unfortunately, a different study of the same system [21] showed
that users were generally disstisfied with their results, suggesting
that the reason users did na use relevance feedbadk was not
becaise the information in their initial short query of abou two
words was aufficient to retrieve relevant results. In addition, this
study showed that seach sessons did na typicdly include query
refinements (e.g., the adition a deletion d terms), suggesting
that users may not be willing to spend the time and effort
necessry to use manual or automated refinement techniques.
These results argue strongly for methods that automaticdly
perform refinement up-front, instead of requiring explicit user
intervention.

2.2 User Profiles

Efforts in bulding user profil es representing a user’s interests can
also be seen asamethod d gathering contextual information.

User profiles can be wlleaed by gathering terms based onrating
documents as in relevance feedbadk, which was described above.
Unlike the relevance fealbadk techniques, the information
gathered in a profil e persists acossretrieval sessons where it may
be aitomaticaly added to the user’s query [9, 4].

Other systems use machine leaning agorithms to induce a
clasdfier for documents based ontraining examples gathered as a
result of a user rating documents [25]. These systems typicdly
lean hinary text clasdfiers that classfy documents documents as
relevant or irrelevant. Systems that lean Naive Bayes or Suppat
Vedor Madine dasdfiers are common (see [12] for a good
survey).

Systems such as Letizia [24] use implicit feedbadk in the form of
user interadions such as bockmarking a page, to lean a user
profile. Letizia uses its user profile to perform lookahead seach
in the locus of the page the user is currently viewing and
reoommend links accessble on the arrent page. Implicit
feadbad techniques en particularly promising gven that the

results of the study discussd above suggest that users are
unwilli ng to provide explicit feedbadk.

Unfortunately, these kinds of systems have the disadvantage that
while they do address the issue of communicaing genera
interests to information systems, they ladk accessto the user's
adive goals’. In our view, the arrent goals of the user are more
important than long-term interests, espedaly for providing just-
in-time accesto relevant information.

2.3 Word-Sense Disambiguation

Some systems attempt to reduce ambiguity by requiring explicit
word-sense disambiguation on the part of the user [10], or by
using popuarity information intrinsic in the structure of hypertext
documents|[5, 11, 15, 30].

Unfortunately, the disambiguation o word senses only addresses
part of the problem of discerning context in an isolated setting. In
addition, requiring the user to perform explicit disambiguation
may fall prey to the same user interaction problems encourtered
by explicit relevance fealbadk techniques. That is, users may be
unwilli ng to chocse anong multi ple senses.

Systems that use reference text to index documents do have an
advantage in that they require no intervention onthe part of the
user, yet they are limited by the fad that they typicdly use
popuarity as a metric for ordering results and fall short in taking
an analysis of context any degoer. For example, when Google!
[15], a system which uses the text of links to index documents,
processes the query “gas plasma displays,” it will return along list
of documents about blood gasma, because the system has found
references which include the word “plasma” most frequently point
to dacuments which discuss blood pgasma.  Returning to ou
ealier example, then, just becaise the most common sense of the
word “cat” is a nounrepresenting feline mammals, doesn’t mean
that this meaning is always what users want.

2.4 Knowledge Engineering Approaches
Knowledge engineeing approaches [16, 17, 18, 22] model user
behavior in a particular applicaion and explicitly assciate
queries (or smply auser’s adions) in a particular state of the task
they are eeauting with resources that suppat that task. For
example, Argus [22] observes users interading with a
performance suppat tool and wses a task model in the form of a
finite state aitomaton to deted oppatunities to retrieve stories
from an organizaional memory system.

Whil e the performance of these systemsis impressve, they can be
difficult to construct and are dso usualy limited in scope. In
esence they suffer the same problems as designing good
hypertext documents. since related dacuments must be linked
explicitly, the designer must have a prior knowledge of the
documents to be linked. In settings in which the olledion o
documents is large and changing (e.g., the Internet) this kind o
approach isimpradicd.

On the other hand, for situations in which user interadions are
limited and regular, lexicd representations of interface atifads
are unavail able, or in cases where the resources the user is able to
access are fixed and limited in number, hand-crafted approaches

! Letiziais an exception becaise it operates on the page the user
is currently viewing and attempts to offer asdstance in the task
of exploring the links on that page by recommending links that
arerelated to the user’ sinterests.



are gpropriate. In addition, we see a important oppatunity for
synergy between knowledge-based approaches and the gproac
we will describe in the next sedion that leverage the benefits of
both. Wewill develop this pasition further in Sedion 6

3. INFORMATION MANAGEMENT
ASSISTANTS

Our work on Information Management Asdstants (IMAS) [6, 8] is
strongly motivated by the avenues the éove gproades leare
unexplored, and by what is known abou the behavior of usersin
information systems.

IMAs observe users interad with everyday applicaions and
attempt to anticipate their information reeds using a mode of the
task at hand. IMAs then automaticdly fulfill these needs using
the text of the document the user is manipulating and aknowledge
of how to form queries to traditional information retrieval systems
(eg., Internet seach engines, abstrad databases, etc.). IMAs
embody a just-in-time information infrastructure in which
information is brought to users as they ned it, without requiring
explicit requests. IMAs automaticaly query information systems
on behalf of users as well as provide an interfaceby which the
user can pase queries explicitly. Becauise IMAs are avare of the
user’s task, they can augment the user’s explicit query with terms
representative of the cntext of this task. In this way, IMAs
provide aframework for bringing implicit task context to bea on
servicing explicit information requests, in an attempt to address
the problems associated with processng queries out of context.
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Figure2: Watsonis suggesting documents as a user is writing
a paper.

The onceptua architedure for an IMA is displayed graphicdly
in Figure 1. An Information Management Assstant observes
users as they interad with everyday applications. The
ANTICIPATOR uses an explicit task model to interpret user adions
and anticipate auser’s possble information need. The CONTENT
ANALYZER employs a model of the cntent of a document in a
given applicaion in order to produce acontent representation of
the document the user is currently manipulating.  This
representation is fed to the RESOURCE SELECTOR, which seleds
information sources on the basis of the percaved information
need and the cntent of the document at hand, using a description
of the avail able information sources. In most cases, thisresultsin
an information request being sent to external sources. A result list
is returned in the form of an HTML page, which isinterpreted and
filtered by the RESULT PROCESSOR using a set of result analysis
procedures, which may eliminate irrelevant results, or dired the
result procesor to pese anew request. The resulting list is
presented to the user in a separate window.

When the user inpus an explicit query, an IMA uses its
knowledge of the user’'s task context to generate an information
request, which is sent appropriate sources, as above. In casesin
which it is inappropriate to automaticdly query information
systems and filter the results, information requests can be
presented to the user in the form of a button which, when pressed,
exeautes the search and presents the results on-demand.

4. IMPLEMENTATION OF WATSON: AN
INFORMATION MANAGEMENT
ASSISTANT

A preliminary version d this architedure is redized in Watson,
the firss IMA we have built [6, 8]. Watson hes sverd
application adapters, which are used to gain access to an
applicaion’'s interna representation d a document. The alapters
produce adocument representation, which is snt to the Watson
applicaion when deemed necessary. Documents are represented
as equences of words in ore of four styles: normal, emphasized,
de-emphasized or list item.



Next, usng a knowledge of the kind d information reed
anticipated, Watson transforms the origina document
representation into a query, and seleds appropriate sources. This
query takes the form of an internal query representation, which is
then sent to seleded information adapters. Each information
adapter trandates the query into the source-spedfic query
language, and exeautes a seach. Information adapters are dso
resporsible for colleding the results, which are gathered and
clustered using severa heuristic result similarity metrics,
effedively eliminating redunchnt results (due to mirrors, multiple
equivalent DNS host names, etc.). Figure 2 demonstrates the
interface asociated with the exeaution o these two proceses in
sequence

In parallel, Watson attempts to deted conceptually atomic,
lexicdly regular structures in the document. Oncesuch oljeds are
deteded, Watson presents the user with a common adion for the
item in the form of a buttonthey can press For example, if apage
contains an address Watson will present a button alowing the
user to accessamap for the aldress

The following sedions describe heuristics for the analysis of the
gross sructure of documents (e.g., word emphasis, or list
membership) to the end o automaticdly constructing queries to
information sources, as well as fine-level analysis aimed at
deteding conceptudly atomic, lexicdly regular structures. We
also describe an agorithm for filtering seach results aimed at
eliminating redundant results and deteding broken links.

4.1 Term Weighting for Query Construction
In order to retrieve related documents as the user is writing or
browsing, Watson must construct a query based onthe mntent of
the document at hand that will eventualy be sent to external
information sources in red time. Text retrieval systems typicdly
require queries in the form of a sequence of seach terms or
keywords. The foll owing heuristics were useful in constructing an
algorithm that extrads sach terms from a document to be
included in such aquery.

Heuristic 1. Remove stop words. Wordsincluded in astoplist are
not good seach terms. They will be aitomaticdly removed by
the information systems themselves.

Heuristic 2: Value frequently-used words. Words used frequently
are representative of the document’ s content.

Heuristic 3: Value emphasized words. Emphasized words are
more representative of the document’s content than cther words.
Emphasized words are used in titles, sedion healings, etc., and
also draw more atention to the document’ s reader.

Heuristic 4:  Value words that appear at the beginning of a
document more than words that occur at the end. Because reading
is a linea process words that occur ealier on tend to be
descriptive of the rest of the document.

Heuristic 5: Punish words that appear to be intentionally de-
emphasized. Words in small fonts (de-emphasized words) are
exempt from Heuristic 4.

Heuristic 6: Ignore the ordering of words in lists. Words found
in lists are aspedal case, becaise they are intentionally ordered,
and are therefore exempt from Heuristic 4.

Heuristic 7: Ignore words that occur in sections of the document
that are not indicative of content. Words that occur in the
navigation ker of Web page ae only marginaly useful, and tend
to get in the way of text analysis.

for eat word w colleded
for eath (position p, style s) in pos(w)
weight := 1 + (numTerms’s)/p’
if (weight > maxCount) or
(sisthelist item style) or
(sisthe de-emphasized style) then
weight := 1
elseif (sisthe emphasized style) then
weight := 2 weight
weight(w) := weight(w) + weight

Figure 4: Term Weighting Algorithm

The @ove heuristics were used to construct the following
document representation and term weighting algorithm.

Documents are represented in terms of an ordered list of wordsin
one of three styles. Words can either be normal, emphasized, de-
emphasized, or list items. Words are dassfied into these groups
(or omitted, per heuristic 7) by deteding the gpropriate structures
in HTML documents (for Internet Explorer), or by using the word
properties provided by Microsoft Word. Each of Watson's
application adapters £nds a typed message mntaining a sequence
of words of that type, represented as a string, to the Watson
applicaion. Watson then tokenizes the string using abasic lexicd
analyzer, removes gop words, and sends ead term through the
following weighting algorithm. Simultaneously, Watson sends
tokens to an array of conceptua unit detedors described later in
this paper.

The pseudocode displayed in Figure 3 describes the term
weighting algorithm. A first pass through the terms has
eiminated the stop words, and computed general statistics. At
this point, maxCount is defined as the maximum number of times
any one word has appeaed in the document, numTerms, is
defined as the total number of terms that were not stop words in
the document, § is constant fador, usualy defined as 0.2, and
pos(w) contains alist of paosition-style pairs for a given word w.

Intuitively, the preliminary weight of aterm varies inversely with
the square of its position ona page. This metric improves as the
document length increases, prompting the adition d the
numerator (which is propartional to a fradion o the square of the
total number of terms) to refled this fad. The term’s final weight
is the sum of the preliminary weights that are lessthan maxCount,
unlessthetermisalist item or de-emphasized. If aterm occuring
in agiven pasitionisalist item or de-emphasized, its preliminary
weight is 1. If a term is emphasized, its preliminary weight is
douHlethe original preliminary weight.

The resulting term-weight pairs are sorted, and the top 20terms
are reordered in the order in which they originaly occurred in the
document. This ordered list is then used to form a query that is
sent to seleded information sources.

4.2 Result Clustering

Because the results returned from traditional information systems
often contain copies of the same page or similar pages from the
same server, an IMA must filter the results $ as not to add to a
user’s feding of information overload. If these simil arities are not
acournted for, some of the more useful pages returned by the
traditional information systems may be missd. Moreover, we
constantly facethe risk of annoying the user instead of helping
her. As a result, we adively attempt to reduce the amourt of



irrelevant information presented. To this end, Watson colleds
seach engine results and clusters dmilar pages, displaying a
single representative from ead cluster for the user to browse.

For the task of clustering redunchnt results, Watson wses two
pieces of information that sources return for eadn dacument: the
document’s title, and its URL. It employs the following heuristic
simil arity metrics for ead of these pieces of information:

Heuristic 1: Title similarity. Two titles are similar if they have a
large percentage of words in common. The cetainty of similarity
increases as a function d the square of the length of the title in
words.

Heuristic 2. URL similarity. Two URLs are similar if they have
the same interna diredory structure. The cetainty of similarity
increases propationdly as a function d the square of the length
of the URL in diredory units.

The combination d these similarity metrics is generally sufficient
for approximating the uniqueness of the documents returned.
Note that we do nd perform a dustering based onthe full text of
the document, as this would be far too bandwidth intensive given
the god of producing resultsin red-time.

The dustering agorithm we use is incremental. That is, when a
new resporse arives from the network, it is immediately
processd, and the resulting list of suggestions is updated and
presented. The am is to minimize the delay between receving a
response and upditing the user interface In general, theideaisto
allow the user to access upcated information as on as it is
available. As a result, the user is able to access a site in the
middle of the dustering process even if the system is waiting for
further results to be returned from the information sources. Asthe
suggestion list is being colleaded and incrementally computed,
more detail ed and expensive processng of the list (such as URL
validity cheding) is performed in the badkground as a separate
thread. We cdl this approach Present First, Process Later in the
tradition o Riesbed’s “Shoa first, ask questions later” paradigm
of anytime reasoning [27].

4.3 Detecting Opportunitiesto Provide

Special-Pur pose I nformation

Watson must be @le to reason abou the wntents of a document
well enough to provide helpful suggestions. The previous ®dion
described an algorithm for computing a query that will be sent to
online information sources, based on the text of a document.
While this is helpful, it is only one of several things an Internet
browsing or document composition assstant might do. In
particular, we would like our assstant to be ale to recognize
oppatunities to provide asstance by completing queries to
speda-purpose information repositories. To thisend, Watson hes
afadlity for deteding lexicdly regular, conceptually atomic items
(such as addresses or company names) and providing the user
with an interfaceto useful speda-purpose information resulting
from a query to spedfic kinds of onlineinformation sources.

In order to deted conceptua units for spedal purpose seach,
Watson runs an array of simple detedors in parallel. Ead
detedor is afinite state aitomaton accepting a sequence of tokens
representing a @nceptual unit. When a @nceptua unit is
deteded, Watson presents the user with a ommon adion for the
item in the form of a button they can press For example, when
Watson deteds an address it presents a button which, when
pressed, will display aweb page with amap for that addressusing
an automated map generation service

Watson also deteds oppatunities for performing spedal-purpose
seach in the mntext of document compasition. For example,
when a user inserts a cgtion with no image to fill it in ther
Microsoft Word dacument, Watson wses the words in the cgtion
to form a query to an image seach engine. Users can then drag
and drop the images presented diredly into their document.

4.4 Processing Explicit Queriesin Context
Watson proceses explicit queries in the mntext of the document
the user is currently manipulating. Watson's list of colleded
results makes its representation d the task context visible to the
user. Thiskind d vighility is usually absent from most systems
based on wser profiles, yet it is extremely valuable becaise it
alows users to form coherent expedations abou the system’'s
performance It is important to nae that this representation nd
only provides the user with valuable information abou otherwise
hidden system states instrumental in forming expedations about
their next interadion with the software, but it also represents
information that useful in and o itself.

When a user submits a query to Watson, it combines the new
query terms with the previously constructed contextua query by
concaenating them to form a single query. In this way, Watson
brings the previously gathered context informationto bea diredly
on the process of servicing a user’s explicit query. The adition
of the terms Watson hes gathered serves to make the user’s adive
goas explicit to the information service reduce word-sense
ambiguity, aswell as ensure audience-appropriateness

For example, if a user is viewing a @nstruction eguipment
venda’s page and enters the query “toy”, Watson will return alist
of pages for companies lling model construction equipment.

In addition to interffadng Watson with traditiona information
systems, we have dso experimented with Watson as a cntext-
beaing interfaceto Q&A [7]. Q&A is a system for capturing,
organizing, and accessng a memory of questions and answers.
When a user poses a question to the system, Q&A attempts to
answer it by retrieving similar questions. If the question is
unanswered, it is forwarded to an appropriate expert, who then
answers the question. The user is then ndified, and the resulting
question and answer are cgtured and indexed in the system.
Watson adds value to a system like Q& A by groundng incoming
questions in the mntext of the document they are writing and the
user's browsing history. Given this contextua information, the
expert resporsible for answering an incoming question is more
likely able to grasp the meaning of a posshly ambiguous query
and, likewise, is better able to answer the question.

5. EVALUATION OF WATSON

An evaluation was performed in order to determine whether or not
the sources returned by Watson were useful in the mntext of a
particular task. Becaise Watsonisintended to work alongside the
user as de is completing a task, evaluating the utility of the
information provided is more gpropriate than the relevance-
based judgments that are typicd of most other evaluations of
information retrieval systems.

For this evaluation, we aked 10 reseachers in the Computer
Science department to submit an eledronic version d the last
paper they wrote. Eacdh paper was loaded into Microsoft Word
while Watson was running. The results Watson returned were
then sent badk to the authors of the paper. Subjeds were asked to
judge whether or not the references would have been useful to
them when they were preparing the paper. 8 out of 10 subjeds
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indicated that at least one of the references returned would have
been useful to them. In addition, 4 of the subjeds indicaed the
references Watson provided were completely novel to them, and
would be dted o used in their future work. At the same time,
some of the pages returned were mere-appearance matches: they
were lexicdly similar, but generally off-topic. Future work on
improving query construction as well as result filtering is aimed at
addressng the fail ure modes uncovered in this and aher studies.

A comparison study was also performed in order to evaluate the
recommendation pation o Watson. For this gudy, we olleded
a list of pages from other reseachers at Northwestern. We then
asked users to chocse apage from the list, look at it in a Web
browser and then use Alta Vista to find similar pages. The users
then judged the top 10pages returned as relevant or irrelevant to
their seach task. Next, the users were asked to judge the sites
Watson returned from the same page in the same way. In this
experiment, Watson wsed AltaVista aswell. For our initia group
of subjeds, we drew from locd computer science graduate
students. All of the voluntee's considered themsel ves expert-level
seachers. This was evident in their query behavior, as most of
them used long queries (=4 words), laden with advanced fedures.
We gathered 19samples from apod of 6 users. Using Alta Vista,
our group d expert seachers was able to pose queries that
returned, on average, 3 relevant documents out of 10. Watson
was able to do considerably better at the same task, returning, on
average, 5 relevant documents out of 10. In the samples gathered,
Watson was able to doas well or better than an expert user 15 ou
of 19times.

A further comparison was performed of Watson and Alexa[1] in
order to determine whether or not Watson provided a significant
improvement over the recommendations currently available in
commercial systems. Alexa is a system that recommends Web
pages given a URL as inpu, and is fredy available to Internet
users. It is unclea how Alexa works, becaise a detailed
description o the system is not avail able. It isimportant to nde,
however, that we can orly compare Alexa as a system with
Watson wsing other information sources as a system. We caina
make daims, here, abou the dfedivenessof particular algorithms
becaise we do nd have @ntrol over the cntents of the systems’
databases.

Ratio of Relevant Results
0.8

0.6 —

0.5 —

0.4 —

0.3 —

0.2 +— —

Expert Alexa Watson 1 Watson 2
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Figure 6: Comparison d Expert seachers, Alexa and two
versions of Watson. Data for expert seachers and Watson 1
was gathered using a binary scde, whil e data for Alexa and
Watson 2was gathered using a 5-point scde. In the latter case,
references given arating >2 were munted as relevant.

This sid, for this experiment, we gathered a @lledion o URLs
from a voluntea’s bockmarks. We then had a voluntee evaluate
the relevance of the recommendations returned by Alexa and by
Watson ona 5-paoint scde. The version d Watson wsed in this
experiment was using both Alta Vista and the Google [15] seach
engine. The voluntee judged recommendations from 15 URLS,
which resulted in performing 316 ratings atogether. For the
following summary statistics, ratings of 3 and above were
considered relevant. Using this criterion for relevance, Alexa
returned onaverage 4 relevant documents out of 10. Watson, was
able to dosignificantly better, returning on average more than 7
relevant documents out of 10. In addition, Watson was able to
return 118relevant documents, while Alexa only returned 54 The
data from this gudy are summarized in Figure 5. As the chart
indicaes, this experiment showed that as the definition o
relevance increases in strictness the gap between Watson and
Alexa s performancewidens.

A summary of both of the cmparison studies is displayed in
Figure 6. This graph shoud be taken with a grain o sdlt, as the
data displayed are gathered from two dfferent experiments, using
two dfferent survey methoddogies. However the data suggest
that Watson significantly outperforms both Alexa and expert users
in providing relevant recommendations for the URLs in the
experiments. The improvement in the second version o Watson
indicaes that Watson's performance is related to the information
source it queries, and that the inclusion o Google seems to
improve the recommendationsit gives.

Whil e thisinitial evaluation is promising, an expanded evaluation
of this and the other fedures is needed. Moreover, some of the
pages used in the evaluation contained structures that Watson
currently does not handle very well. For example, some of the
pagesin the evaluation pod were frame sets—coll edions of pages
that shoud hbe treded as a unit. Watson currently treas eah
frame & a separate page. Despite this limitation, Watson
performed quite well.

6. CLOSELY RELATED WORK

Software that recommends Web pages and leans user preferences
has been an intense focus of must recent research. Closely related
work that has not been discussed previously in the present paper
includes Metaseacher [3] a system which uses a mlledion o



browser cadtes gathered from users working in collaboration ona
common reseach task to form queries that are sent to seach
engines, the results of which are analyzed using LS| [12]; and The
Remembrance Agent [26], a system that suggests smilar
documents as a user composes a new document by performing IR
seach against alocd corpus of previously written text.

Watson is different from Metaseacher in that it works online and
focuses on providing just-in-time accesto relevant information,
wheress Metaseacher performs compute- and retwork-intensive
analyses that are inapplicable in this context. Watson is different
from the Remembrance Agent in that it uses external information
repositories and in its techniques for seleding representative
terms. Finaly, Watson goes a step beyond either by providing an
interface for communicaing explicit requests to the system that
are procesed in the cntext of current adivity, as well as by
providing an architecure for reagnizing oppatunities to provide
spedd-purpose information.  Both of these functionalities
represent a fundamental belief underlying our approach: that
while it is a good start, similar information is not necessrily
useful or even relevant information. We will return to this point
in the next sedion.

7. DISCUSSION AND FUTURE WORK
Watson's representation o atask context is a @lledion d words
asociated with the user’s current document.  Future work will
include aigmenting this representation to include task and
document models, as well as a user profile that could allow
Watson to process ambiguous requests in the dsence of a
discernable task.

In addition, we ae working on incorporating semantic knowledge
of particular tasks with the am of improving query construction
and source seledion. Underlying this effort is the view that
similar information is nat aways the most relevant information.
For example, in collaboration with Larry Birnbaum and Marko
Krema, the Watson framework was used to buld a prototype
system cdled Point-Counterpoint, which asdsts users in
suppating their paint of view whil e they are developing a written
argument. The system is based onthe ideathat when formulating
an argument in suppat of a particular point, other documents
which represent arguments both for and against that point are
useful references. Point-Courterpoint  uses knowledge of
oppasing experts in particular domains to reagnize oppatunities
to retrieve examples of contrary points of view. For example,
when a user cites Marx’s ideaof an ided emnamic state, Point-
Courterpoint will retrieve two sets of articless one set
representing Marx’s point of view, and another set representing
Adam Smith’s opinion. The queries Point-Courterpoint forms are
composed of two distinct sets of terms—expert terms and issue
terms. These queries are formed by modifying the result of the
Watson query generation algorithm described above by
substituting the name of an expert with his oppasite while
retaining the terms that represent the general topic of the
argument.

This view exemplifies the nation that queries soud be treaed as
first class representational objeds that can be modified and
transformed by knowledge-based systems in service of a user's
information reed. Vedor spacerepresentations of documents are
particularly good for computing document-to-document simil arity
in large mlledions. We believe muding such representations
with semantic knowledge of a particular task or theme is an
exiting avenue of future investigation. The Information
Management Assstant architecure provides for such a ouping.

8. CONCLUSION

In summary, we have outlined severa problematic isales
asciated with contemporary information access paradigms, the
first and foremost of which is that information systems are
divorced from contextual information recessry to coherently
process a short request. In resporse to this, and in light of
previous attempts, we presented an architedure for a dass of
systems we cdl Information Management Assistants. These
systems observe user interadions with everyday applications,
anticipate information reeds, and automaticaly fulfill them using
Internet information sources. An IMA’s query is groundd in the
context of the user's tasks. IMAs effedively turn everyday
applicaions into intelligent, context-beaing interfaces to
conventional information retrieval systems. We presented an
overview of our work on Watson, a prototype of this kind o
system. We then described an evaluation that underscored the
effedivenessof our approach. Finally, we dosed with dredions
for future reseach.

Information Management Assstants embody a vison d a future
in which users hardly ever form a query to request information.
When an information reed arises, a system like Watson hes
dready anticipated it and provided relevant information to the
user before sheis even ableto ask for it. Failing this, auser could
explicitly expressinformation needs to the system, which would
service her request within the mntext of the aurrent task.

By providing a framework for leveraging the cntext of a user’s
task, we believe IMAs provide a ompelling new framework for
reseach in intelli gent information systems.
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