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Abstract

In this thesis we demonstrate novel methods to overcome optical scattering in order to resolve information about hidden scenes, in particular for biomedical applications. Imaging through scattering media has long been a challenge, as scattering corrupts scenes in a non-invertible way. The use of near-visible optical spectrum for biomedical purposes has many advantages, such as optical contrast, optical resolution and non-ionizing radiation. Particularly, it has important applications in biomedical imaging, such as sub-dermal imaging for diagnostics, screening and monitoring conditions.

We demonstrate methods to overcome and use scattering in order to recover scene parameters. In particular we demonstrate a method for locating and classifying fluorescent markers hidden behind turbid layers using ultrafast time-resolved measurements with a sparse-based optimization framework. This novel method has applications in remote sensing and in-vivo fluorescence lifetime imaging.

Another method is demonstrated to resolve blood flow speed within skin tissue. This method is based on a computational photography technique and coherent illumination. This method can be applied in diagnosis and monitoring of burns, wounds, prostheses and cosmetics. A particularly important application of this technology is analysis of diabetic ulcers, which is the main cause for non-traumatic amputations in India. The suggested prototype is suitable for assisting clinicians in assessing the wound healing process.

The methods developed in this thesis using ultrafast time-resolved measurements, sparsity-based optimization and computational photography can spur research and applications in biomedical imaging, skin conditions diagnosis and more general modalities of imaging through scattering media.
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Chapter 1

Introduction

In the following section we describe the motivation and main contributions of our work.

1.1 Motivation

Imaging through scattering is a long lasting problem in optics, as scattering invalidates imaging conditions. Scattering appears in numerous cases such as astronomy, medical imaging, and imaging through fog, sandstorms and air turbulence.

Imaging is an important tool for health diagnostics, as can be appreciated from the number of Nobel prizes awarded for different imaging modalities (X-ray - 1901, CT - 1979 and MRI - 2003). While these methods all use the x-ray part of the spectrum, there are many advantages to using the visible and near-visible part of the spectrum:

- Non-ionizing radiation.

- Optical contrast — since molecules interact with the visible spectrum in many different ways, there is more to be learned about the tissue in this range (as a counter example, x-ray based methods have difficulties to distinguish between different types of soft-tissue).

- Resolution — using the optical range provides better resolution compared to ultrasound based methods.
In this thesis we demonstrate novel methods to overcome scattering, as well as how scattering can be of use in the context of biomedical imaging. Specifically we show how ultrafast time-resolved measurements combined with novel signal processing allow to reconstruct a scene hidden behind scattering media, and to classify fluorescing markers. Additionally we demonstrate a computational photography technique to measure blood flow speed in skin tissue using coherent scattering, and we discuss real-world applications of this technique.

1.1.1 Fluorescence Lifetime Imaging in Scattering Media

The use of fluorescing markers and measurement of their fluorescence lifetimes allow for significant advances in many imaging systems, in particular medical imaging systems. Fluorescing markers are already widely used as contrast agents and as a tool to improve imaging resolution [39, 56]. Other applications of fluorescing markers include study of turbulence [11, 15], high temperature reactions [61], remote sensing of vegetation [37] and covert tracking [101]. One of the important parameters of fluorescence is the lifetime which varies as a function of the environment; careful engineering of this interaction followed by fluorescence lifetime measurement can serve as an in-vivo probe [77]. Therefore, florescence lifetime imaging microscopy (FLIM) has become an important tool for biopsy analysis of thin layered tissue [52]. However, FLIM is limited to thin sliced tissues, which limits its applicability to in-vivo imaging.

1.1.2 Blood Flow Speed Measurement with Coherent Scattering

While scattering is usually an unwanted phenomenon, it can be useful if the scatterers are the target signal. One example of this is the imaging of blood cells with coherent illumination. The scattering from the cells results in an interference pattern on the detector plane known as speckle [28]. It has been previously shown that the speckle pattern encodes some of the scatterers’ properties, specifically their movement [23]. This resulted in a set of methods to measure blood flow speed known as laser speckle
contrast imaging (LSCI) [9]. The main drawback of these methods is their qualitative results; many different attempts have been made in order to make it more quantitative (see section 2.5), and this research field is still very active.

1.2 Novelty and Main Contributions

This thesis makes important contributions to scattering analysis, specifically how to overcome and use scattering in order to resolve information about a hidden scene.

a) Using ultrafast time-resolved measurements to overcome scattering and resolve location and lifetime of fluorescing markers. As mentioned above, fluorescence lifetime imaging provides an important tool for in-vivo probing. We demonstrate a novel method to recover location and lifetime of fluorescing markers hidden behind turbid layers [81]. This method is based on ultrafast measurements (performed with a streak camera) combined with an optimization framework. Our method allows advancements in many other applications such as non-invasive diagnosis, analysis, flowmetry and inspection.

b) Using scattering to increase field of view. Diffusion can actually be used as a mean to converge (focus) light from areas outside the camera’s field of view. Although this light does not directly provide information on its source (as it undergoes scattering), some of the source properties are encoded in the measurement. We show that a measurement using a streak camera, which is imaging just a single line in space, can result in a reconstruction of a complete three-dimensional volume behind a diffusive layer [81]. This concept opens the door to non-traditional imaging devices and lenses.

c) Using a combination of coherent scattering and computational photography to resolve blood flow speed. The use of laser speckle contrast analysis for blood flow measurement, and skin perfusion analysis in particular, has been suggested in [9]. We demonstrate that augmenting this method with a
computational photography technique that rejects non-coherent scattering significantly improves the flow estimation results [80]. This new method makes the technique more robust and suitable for real-world applications, which include applications for prediction of wounds and burns recovery, and during plastic and reconstructive surgeries [86].

**Business analysis and applications in India.** We provide initial application and business analysis for this technique on skin conditions diagnosis.
Chapter 2

Background and Related Work

2.1 Scattering and Diffusion Theory

First, we introduce basic terminology in scattering theory with emphasis on biological tissue and visible to near-infrared (NIR) spectrum (400 − 1350 nm). In this spectrum range most biological tissues are characterized by strong scattering and low absorption (see figure 2-1) [95]. Hence it is considered as the imaging window into biological samples.

Propagation of electromagnetic radiation in scattering media is characterized by different length scales which are defined by:

- Scattering mean free path, defined as the average distance between two consecutive scattering events. In tissue it is of the order of 0.1 mm [99]. The scattering coefficient \( \mu_s \) is defined as the inverse of the scattering mean free path.

- Mean absorption path, defined as the average distance a photon travels before it is absorbed in the medium. In tissue it can extend to 10 − 100 mm [99]. The absorption coefficient \( \mu_a \) is defined as the inverse of the mean absorption path.

- Mean free path (MFP), defined as the distance a photon travels before it is scattered or absorbed. The MFP is defined by its inverse — the transport coefficient \( \mu_t \), such that \( \mu_t = \mu_a + \mu_s \). In tissue usually \( \mu_s \gg \mu_a \) such that the mean free path is simply the scattering mean free path.
Figure 2-1: Figure from Vogel and Venugopalan 2003 [95]. Absorption and scattering in biological tissue. a) Absorption coefficient vs. optical wavelength in the range of $0.1 - 10 \mu m$. b) Scattering coefficient (normalized by the absorption coefficient) vs. optical wavelength in the range of $400 - 1800 nm$. Scattering outside of this range is not characterized since it is dominant by absorption.

- Transport mean free path (TMFP), defined as the distance a photon propagates while it undergoes several scattering events and is still correlated to the original direction. Similarly, it is defined by the inverse $\mu'_s$ such that $\mu'_s = \mu_s (1 - g)$ where $g$ is the anisotropy function which defines the degree of forward scattering, in tissue $g \sim 0.9$ [67].

When a photon interacts with a scattering medium it can undergo several events [6](see figure 2-2):

- Specular reflection — from the surface of the medium.
- Absorption — within the medium.
- Diffuse reflection — after going through one or more scattering events within the medium.
- Direct transmission — no interaction with the medium (ballistic photons).
- Diffuse transmission — transmission through the medium after going through one or more scattering events. These photons are usually divided into:
  - Snake photons, which undergo very little scatterings.
  - Diffused photons, which go through significant amount of scattering.
2.2 Photon Diffusion Equation

It is common to write a conservation equation to describe the propagation of energy within a scattering medium. The equation is written for infinitesimal voxels and usually ignores interaction between the photons (i.e. interference). This is known as the Boltzmann transport equation [6]:

$$\frac{1}{\nu} \frac{\partial L (r, \Omega, t)}{\partial t} + \nabla \cdot L (r, \Omega, t) \Omega + \mu_t L (r, \Omega, t) = \mu_s \int f (\Omega, \Omega') L (r, \Omega', t) \, d\Omega' + Q (r, \Omega, t)$$

(2.1)

where $\nu$ is the speed of light in the medium, $L (r, \Omega, t)$ is the radiance at position $r$ with direction $\Omega$ at time $t$, $f (\Omega, \Omega')$ is the scattering phase function and $Q (r, \Omega, t)$ are sources. As in a standard conservation equation, the left hand side represents outgoing radiance, and the right hand side represents incoming radiance. We now discuss the physical meaning of each term from left to right: 1) The time derivative of the radiance, i.e. the net change of radiance in a small voxel at a given time point. 2) The radiance flux at direction $\Omega$. 3) Accounts for absorption in the medium and scattering in the direction $\Omega$. 4) Scattering from all directions to direction $\Omega$; this is
the balance to term no. 3. 5) Sources in the voxel.

The main problem with equation 2.1 is its complication. A common simplification to the Boltzmann transport equation is the photon diffusion equation which is a zero order approximation [17]. The diffusion equation is expressed with the photon fluence rate \( \Phi(r, t) \) such that \( \Phi(r, t) = \int L(r, \Omega, t)d\Omega \). This approximation is valid when the radiance is almost uniform with respect to the angle parameter. The photon diffusion equation is:

\[
-\nabla \cdot D \nabla \Phi(r, t) + \nu \mu_a \Phi(r, t) + \frac{\partial \Phi(r, t)}{\partial t} = \nu S(r, t)
\]  

(2.2)

where \( S(r, t) = \int Q(r, \Omega, t)d\Omega \) (i.e. a uniform source), and \( D = \nu/3\mu_s' \) is the diffusion coefficient [6] (sometimes the diffusion coefficient contains an absorption term [20, 21]).

Diffusion-based models ignore interaction of photons with themselves, thus they are not suitable for coherent sources. The next section discusses the theory of coherent scattering.

### 2.3 Coherent Scattering — Speckle

Speckle is a result of coherent light scattered from a rough surface. This section will mainly discuss reflection but the theory holds for transmission through scattering media as well. Due to the fine changes in surface structure, the reflected light interferes with itself and the measured intensity is a random set of bright and dark spots. Figure 2-3 shows an example of speckle pattern. A wonderful review of speckle theory can be found in a book by Goodman [28].

Speckle is modeled as an infinite sum of random phasors. As a result, the intensity in each pixel (which is the absolute square of this infinite sum) is an exponentially distributed random variable, such that the probability to measure an intensity \( I \) is [28]:

\[
P(I) = \frac{1}{\bar{I}} \exp \left( -\frac{I}{\bar{I}} \right)
\]

(2.3)

where \( \bar{I} \) is the distribution mean (can be correlated to system parameters such as exposure time, source intensity, imaging geometry, etc.). Another important parameter
Figure 2-3: Speckle formation from a rough surface.

is the size of each speckle grain, which is a function of the imaging system aperture (larger aperture results in finer grains and vice versa).

Traditionally, speckle is considered an unwanted phenomena [82, 58]. However, since speckle encodes information about the surface, it can be used in effective ways [75] such as analysis of microstructure dynamics [10], vehicles velocimeter [3], surface tampering detection [18], tracking [105], and blood flow analysis, which will be discussed extensively in section 2.5 below and in chapter 4.

The remaining related works are grouped into methods to overcome scattering and methods to use coherent scattering for blood flow imaging.

2.4 Methods to Image through Scattering

Different methods to overcome scattering use various properties of electromagnetic radiation. This subsection is grouped accordingly.

- Phase-Conjugate and Time Reversal

The fundamental concept here is time reversal (a form of energy conservation),
which enables the reversal of scattering. As an illustrative example we can think of an object hidden behind a diffusive media; the object is illuminated by a plane wave, followed by a distortion of the wavefront by the diffuser. The distorted wavefront is recorded. If we send a conjugate of the distorted wavefront into the medium we will reconstruct the object. This is essentially some sort of holography, and indeed many early works used holography techniques to overcome scattering [27, 54, 51], and some still do [85].

Modern methods use spatial light modulators (SLM) to recover the wavefront. There are several advantages to using an SLM, such as no need for a reference beam and using an all-digital system. Recent works [92, 47] demonstrate focusing light into scattering media. By using the memory effect [22] of speckle, the method allows for imaging within a narrow field of view [62]. The method can work with incoherent light (although narrowband source results in better contrast) [49]. It was also shown that this technique can be employed in reflection mode with fluorescing markers [48].

One of the biggest advantages of this method is resolution. Since the scattering is completely rejected, it enables diffraction limit resolution. The main limitation is its relatively long and complicated optimization process (which requires a relatively constant medium). In order to get good results, it is preferred to use a coherent source. Finally, imaging based on the memory effect is limited to a very narrow field of view.

- **Speckle Correlations**

An interesting property of speckle is its auto-correlation function, which is almost a dirac delta. Calculating the auto-correlation of a speckle pattern with itself will result in a delta function. Since the hidden scene is multiplied by the speckle pattern, performing auto-correlation will result in the auto-correlation of the hidden scene (since it is convolved with a delta). Using different algorithms for phase recovery allows resolving the hidden scene from its auto-correlation [4]. A more recent work shows that this method can work with a single high
resolution image [46]. While this method is simple, it is very limited to thin diffusers.

- **Optical Coherence Tomography (OCT)**

OCT [40] is based on interference between the signal reflecting from the scene and a reference beam. Changing the reference beam allows scanning through different depths and rejecting reflections from other layers. Thus, OCT enables three dimensional imaging by scanning in a spatial plane using a focused light beam, and using interferometric localization in the depth axis. The technique enables creating a three dimensional image of a tissue by measuring it point by point (or line scanning). It is common to use either a short laser pulse or a partially coherent source. The analysis can either be performed in the time or frequency domain. Standard methods are capable of achieving resolution in the order of micrometers. OCT is commonly used in retinal imaging, lesion analysis (after the lesion has been removed from the body), etc.

- **Guidestar**

The idea of using guidestars goes back to astronomy and adaptive optics. The intuition behind it is to have some reference to provide information about the scattering process. In tissues, it is primarily done with ultrasound. Since ultrasound does not scatter in tissue it can be focused in deep tissue. Due to the acousto-optic effect [59, 98], when light passes through the ultrasound focus it is modulated (frequency shift). Only the modulated light is measured (for example using holography), and thus the optical contribution is only from within the ultrasound focus [102]. The main advantage of this method is the ability to focus deep into tissue (with ultrasound focus resolution). However, this method requires a combination of two systems, and it requires to raster scan the ultrasound focus in order to resolve the scene.

- **Photoacoustic Tomography**

When light is absorbed in tissue, it creates a thermally induced pressure wave
which can be detected using an ultrasound detector. The resolution of this technique decreases with depth at a rate of $1/200$ and can reach up to $7\text{ cm}$ deep [100]. The main advantages of using photoacoustic methods is the ability to resolve optical contrast in ultrasound depths (order of cm). Yet, this method is based on coupling of two systems, and is limited to absorption analysis.

- **Time Gating**
  Since ballistic photons do not scatter, they can be used to image absorption within a medium in transmission mode (this is the fundamental concept behind x-ray imaging). Because the ballistic photons are the first to arrive, it is possible to time gate the imaging sensor such that only ballistic photons are used for imaging. Hardware used for time gating includes a streak camera [103] and Kerr gate [96]. The main limitation of time gating is SNR, since only a few photons propagate without scattering.

- **Global-Direct Separation**
  Global-direct separation is a ray-based method that aims to decouple rays that undergo a different number of bounces in a scene [66]. The direct component is a result of a single bounce, while the global component includes higher order terms such as sub-surface scattering and inter-reflection. It has been shown [66] that high frequency illumination can be used to separate the global and direct components. This method has been recently enhanced [30, 50]. A complementary method [69] demonstrated a hardware-based global-direct solution using dual coding. Achar [1] addressed the issue of moving objects during global-direct separation by registering frames captured with high frequency illumination patterns. Global-direct separation was used in medical imaging for enhancing veins in skin imaging [44].

- **Time-Resolved**
  Time resolved imaging is a method that aims to capture extremely high FPS
movies, which capture the dynamics of light scattering in a scene. As opposed to time gating, time-resolved methods aim to use diffused photons as well as ballistic photons. Results include "light in flight" using a streak camera [35, 93] and using a SPAD array [25]. The use of a streak camera enabled imaging behind a corner [94, 31]. Streak camera was also used for lensless imaging [68] and estimating surface BRDF [64, 65]. More recently it was shown that time-resolved measurements can be used to recover albedo of patches hidden behind a diffuser [63], as well as to estimate pose of shapes behind a diffuser [76]. Other modalities to capture time-resolved information include avalanche photo-diodes (APD), which was used to reconstruct a scene through a pin-hole [43]. While all methods mentioned here are based on pulsed sources (i.e. measurement of a scene to an impulse in time), other methods for time-resolved measurements are based on frequency domain (known as time-of-flight cameras) which were also used for imaging through scattering [34] and behind corners [33, 45].

- **Diffuse Optical Tomography (DOT)**

DOT is based on the diffusion model of light. It is based on a set of sources and detectors. According to the diffusion equation, each source will generate light-tissue interaction within a given volume, and each source will measure this contribution from a specific volume. The measured light is the sum of all optical paths within the sample. Most techniques use frequency modulation of the light source and solve the diffusion equation in frequency domain. The penetration depth can be controlled by modulating the illumination and using various wavelengths. From a mathematical perspective, illuminating the scene from multiple points and measuring multiple points provides boundary conditions for the Helmholtz equation and allows solving the tomography problem, which results in a three dimensional tissue reconstruction [6, 26]. Recent studies also perform tomographic reconstruction of fluorescence lifetimes [38].
2.5 Imaging Blood Flow Speed with Laser Speckle Contrast Imaging (LSCI)

The use of laser speckle for blood flowmetry was suggested by Briers and Fercher [23] in 1981. Originally the method was used for analysis of retinal blood flow, where it was suggested that analysis of the speckle contrast provides extra information on the scene. The use of laser speckle contrast for flow analysis has many terms: Laser Speckle Contrast Imaging (LSCI), Laser Speckle Imaging (LSI) [86] and Laser Speckle Contrast Analysis (LASCA).

There are different types of blood flow analysis using speckle; they differ in the size of blood vessels and location in the body. Earlier work concentrated on blood vessels in the retina [23] and later evolved to skin perfusion (capillary vessels) [9] and large microvascular networks [60, 13, 53, 55]. Analysis of wound healing in pigs was performed recently [87]. Commercial devices [72] exist for medical use.

There has been a lot of work to model and extend speckle formation for quantitative flow analysis [19, 24, 28, 104], but deriving rigorous quantitative results remains an open question [19]. Advancements have included dual-wavelength systems for studying microvascular activity in burns [74], and multiple exposures in order to use speckle temporal statistics for improving spatial resolution [14] or contrast of cerebral flow through the skull [55]. Rege et al. suggest anisotropic numerical processing for increased SNR [78].

Doppler-based methods are alternatives to LSCI. In Doppler-based methods, the Doppler shift of scattered light is measured and correlated to speed. Briers, however, showed that LSCI and Doppler methods are equivalent [8], except that LSCI has better sensitivity at low speeds, and that Doppler methods account for multiple scattering. A recent work [24] uses laser Doppler for flowmetry in skin and suggests a model for quantitative analysis. Doppler sensitivity has been improved in combination with ultrasound [97]. Quantitative comparison of skin perfusion measurements between a full field laser Doppler imager and a commercial device concluded that a multi-exposure device offers some advantages [89].
Chapter 3

Fluorescence Lifetime Imaging in Scattering Media

Imaging through scattering media is a pervasive problem in optics, as scattering precludes direct image formation. One way to overcome scattering is to reduce the problem from imaging to resolving information on the scene; for example, determining the presence or absence of an object, among a finite number of possibilities, is often sufficient for remote sensing applications. In the context of scattering, this suggests the use of fluorescing markers. Fluorescence has already been widely used in remote sensing [37], and it is also used in novel super-resolution methods such as STORM [79] and PALM [5, 36].

An important aspect of the fluorescence process is its time profile $R(t)$, which is usually modeled as a decaying exponential:

$$R(t) = \frac{1}{\tau} \exp \left( -\frac{t}{\tau} \right)$$  \hspace{1cm} (3.1)

where $\tau$ is the fluorescence lifetime. This parameter can be a useful marker for \textit{in vivo} imaging, and indeed it is widely used in fluorescence lifetime imaging microscopy (FLIM). The time parameter is important since it provides information on the environment of the fluorescing marker. Unfortunately, FLIM is limited to thin tissue layers, which impedes its use for whole body imaging [52].
In this chapter we suggest a novel wide-field method for localization and lifetime classification of fluorescing markers hidden behind a turbid layer [81]. The method is based on ultrafast measurements using a streak camera and a sparse-based optimization framework. This technique does not rely on coherence, and does not require the probes to be directly in line of sight of the camera, making it potentially suitable for long-range imaging.

3.1 Ultrafast Measurements Using a Streak Camera

In this work we use an ultrafast time-resolved measurement performed with a streak camera. A streak camera is a device that images a single line in space, each pixel on that line is measured in time with a $2\,\text{ps}$ time resolution. The result is a streak image where the $y$-axis of the image (rows) is the time axis. Fig. 3-1 shows the streak measurements of a set of fluorescing and non-fluorescing patches hidden behind a diffuser. In our system, the streak camera has $M = 512$ rows (i.e. a time window of $T_w = 1\,\text{ns}$) and $N = 672$ spatial pixels.

Our goal in the next section is to derive a mathematical model (forward model), which generates simulated streak measurements for patches hidden behind a diffuser.
3.2 Forward Model

To develop the forward model we consider the sketch shown in Fig. 3-2. Laser light (L) scatters through a diffuse layer (D) toward an object (O), which produces some response (R). Light then scatters back toward the diffuser and is imaged onto a time-resolved sensor (C). For a given incident laser pulse at position $x_l$ with incident power of $I_0$, the measured time-resolved image is given by $[63, 94]$:

$$I_l(x, t) = I_0 \int g(x_l, x, x') R(x', t) \ast \delta \left( t - e^{-1}(r_l(x') + r_c(x')) \right) dx'$$  \hspace{1cm} (3.2)

where $\ast$ denotes convolution in time, $r_l(x) = \|x - x_l\|$ and $r_c(x) = \|x_l - x\|$, and $g(x_l, x, x')$ is a time-independent physical factor that depends on the system geometry:

$$g(x_l, x, x') = \cos (\zeta(x_l)) N(\theta_{in}(x')) \frac{\cos (\gamma(x')) \cos (\beta(x')) \cos (\alpha(x'))}{\pi^2 r_l^2(x') r_c^2(x')} N(\theta_{out}(x'))$$  \hspace{1cm} (3.3)

The angles $\{\alpha, \beta, \gamma, \zeta, \theta_{in/out}\}$ are defined by the geometry in Fig. 3-2. $N(\theta)$ is the diffuser scattering profile, characterized by a scattering width $\sigma$. The object response function $R$ is generally a function of the reflectance (including, for example, the efficiency) of an object point, as well as a function of time. For fluorescing markers, the lifetime and efficiency can vary in space.

Here, each point in the object volume can contain a single but different exponential
decay (an extension to Eq. 3.1):

\[ R(x', t) = \rho(x') \frac{1}{\tau(x')} \exp \left( -\frac{t}{\tau(x')} \right) u(t) \] (3.4)

where \( \rho(x') \) is the local time-independent reflectance, \( \tau(x') \) is the local lifetime, and \( u(t) \) is the unit step function, imposed to satisfy causality constraints. Note that the delta function confines intensity to a hyperbolic path in the \( x - t \) plane: a streak image for a single point source (ignoring any time response in \( R \)) is a hyperbola (Fig. 3-3a).

For a single-shot image acquisition system, Eq. 3.2 is the recorded time-resolved image. However, for a pulse train (which is used experimentally to increase SNR), the fluorescent lifetimes must be compared with the repetition rate \( T \) of the illumination. If \( \tau \sim T \), then the fluorescent decay from the current pulse is superposed with the decays from previous pulses. Quantitatively, if we model the illumination with a pulse train, the streak image becomes

\[
I_l(x, t) = I_0 \int g(x_l, x, x') R(x', t) \ast \sum_{m=\text{infty}}^{\text{infty}} \delta(\frac{t - c^{-1}(r_l(x') + r_c(x')) - mT}{\tau(x')}) \, dx' \quad (3.5)
\]

In order to analyze Eq. 3.2 with 3.5, we first assume no spatial dependency:

\[
R(t) = \rho \frac{1}{\tau} \exp \left( -\frac{t}{\tau} \right) u(t) \quad (3.6a)
\]

\[
I(t) = R(t) \ast \sum_{m=\text{infty}}^{\text{infty}} \delta(t - mT) \quad (3.6b)
\]
such that:

\[
I(t) = \sum_{m=-\infty}^{\infty} \exp \left( -\left( \frac{t - mT}{\tau} \right) \right) u(t - mT) \tag{3.7a}
\]

\[
= \exp \left( -\frac{t}{\tau} \right) \sum_{m=-\infty}^{M} \left( \exp \left( \frac{t}{\tau} \right) \right)^m \tag{3.7b}
\]

\[
= \frac{1}{1 - \exp \left( -\frac{T}{\tau} \right)} \exp \left( -\frac{T}{\tau} \left( \frac{t}{T} - \left\lfloor \frac{t}{T} \right\rfloor \right) \right) \tag{3.7c}
\]

where \( M = \lfloor t/T \rfloor \) (here \( \lfloor \cdot \rfloor \) is the integer floor function). Adding the spatial dependency back to the equation we get:

\[
I_l(x, t) = I_0 \int g(x_l, x, x') \frac{\rho(x') \tau^{-1}(x')} {1 - \exp \left( -\frac{T}{\tau(x')} \right)} \exp \left( -\frac{T}{\tau(x')} \left( \frac{t - c^{-1}(r_l(x') + r_c(x'))}{T} \right) - \left[ \frac{t - c^{-1}(r_l(x') + r_c(x'))}{T} \right] \right) dx'
\]

\[
\tag{3.8}
\]

Here, we assume that there is only a small number of fluorescent particles in the field of view. Thus, we measure the fluorescence dynamics of discrete object points, located at coordinates \( x_j \) with lifetime \( \tau_j \):

\[
I_l(x, t) = I_0 \sum_{j} g(x_l, x, x_j) \frac{\rho_j \tau_j^{-1}} {1 - \exp \left( -\frac{T}{\tau_j} \right)} \exp \left( -\frac{T}{\tau_j} \left( \frac{t - c^{-1}(r_l(x_j) + r_c(x_j))}{T} \right) - \left[ \frac{t - c^{-1}(r_l(x_j) + r_c(x_j))}{T} \right] \right) \]

\[
\tag{3.9}
\]

An example of simulating a single patch for the case of \( \tau \to 0 \) and \( \tau = 5\text{ns} \) using Eq. 3.9 is shown in Fig. 3-3.

Eq. 3.9 is a time-periodic function. To gain some intuition, we ignore all spatial dependence and focus on the time dependence, plotted in Fig. 3-4 for a single fluorescent point. Fig. 3-4a shows the incident pulse train with repetition rate \( T \). Compared to all other temporal parameters, the pulse duration can be considered
negligible. Fig. 3-4b shows the time response for $\tau/T = 0.40$ and $\tau/T = 2.56$, respectively. The dashed curves represent the individual responses to each pulse, and the solid curves represent the expected measurement. We see that for longer lifetimes, the contrast of the measured signal decreases due to the residual fluorescence from previous pulses. If we define the contrast $V$ as the difference between the maximum and minimum intensity values divided by the sum:

$$V \equiv \frac{R^{(+)} - R^{(-)}}{R^{(+)} + R^{(-)}}$$  \hspace{1cm} (3.10)

where we can use Eq. 3.7 to calculate the intensity right before and after the pulse:

$$R^{(+)} \equiv \lim_{t_\varepsilon \to 0^+} R(t_\varepsilon) = \frac{1}{\tau \left(1 - \exp\left(-\frac{T}{\tau}\right)\right)}$$ \hspace{1cm} (3.11a)

$$R^{(-)} \equiv \lim_{t_\varepsilon \to 0^-} R(t_\varepsilon) = \frac{\exp\left(-\frac{T}{\tau}\right)}{\tau \left(1 - \exp\left(-\frac{T}{\tau}\right)\right)}$$ \hspace{1cm} (3.11b)

we find that

$$V = \tanh\left(\frac{T}{2\tau}\right)$$ \hspace{1cm} (3.12)

Longer lifetimes, therefore, tend to increase the "dc" component of the signal relative to the high frequency edges. This is effectively a low pass filtering operation in time.
In the next section we seek to answer the following question: given a set of time-resolved measurements \( \{I_l\}_{l=0,1,...,L} \) (where different \( l \) corresponds to different illumination points on the diffuser), what are the locations \( \{x_j\} \) and lifetimes \( \{\tau_j\} \) of the fluorescent tags generating the signal?

### 3.3 Reconstruction Algorithm

In order to recover the unknown positions and lifetimes from a set of time-resolved measurements, we divide the problem into two steps. We first recover the objects’ positions. Then, using the measurements and recovered positions, we classify the objects according to lifetimes.

It should be noted that the model in Eq. 3.9 is non-invertible, which makes this problem highly ill-posed. A sparsity constraint allows us to overcome the strong signal overlap. Note that this is the physical insight for subwavelength resolution using PALM [36] or STORM [79] microscopy and single pixel acquisition modalities.
Figure 3-5: Reconstruction algorithm flow. Raw measurements are filtered to produce streak hyperbolas; geometry is recovered via OMP; a lifetime dictionary is created; and another OMP step identifies lifetimes of the probes.

[88]. Our extensions here offer similar possibilities in remote sensing.

The reconstruction flow is shown in Fig. 3-5. This two-step process allows us to exploit the sparsity of the geometry information by avoiding the signal overlap due to relatively long fluorescence decay times.

### 3.3.1 Step 1: Geometry Reconstruction

At the first step, we aim to localize the patches. Hence we’d like to remove the time blur which is due to the fluorescence profile. Ideally, the data could be deconvolved with an appropriate $R(x, t)$, but we do not know the individual lifetimes in advance. Instead, we operate on each streak image with a simple high-pass temporal filter (first order derivative) and zero all resulting negative values. The result is a set of streak images $\{I_t^{(F)}\}$ that contain (approximately) only the edge structures, and hence geometrical information.

We then define a measurement $\bar{I}_t$ to be the vectorized form of a single time-resolved image $I_t^{(F)}$, i.e., $\bar{I}_t$ is an $MN \times 1$ vector. We concatenate all $L$ vectors into a single $LMN \times 1$ data vector: $I_{\text{meas}} = (\bar{I}_1^T \bar{I}_2^T \ldots \bar{I}_L^T)^T$. This is a complete experimental
Next, we define a vector \( I_p \) as the expected data from a single non-fluorescent object located at point \( x_p \). We can create a dictionary matrix \( D \) whose columns consist of the expected data of all possible point locations and lifetimes: \( D = (I_1 I_2 ... I_P) \).

Thus, for a set of object points with weights \( \rho \), we can write the system in a vector-matrix form as

\[
I_{\text{meas}} = D\rho
\]

where the elements of \( \rho = (\rho_1, \rho_2, ..., \rho_P)^T \) are the reflectance values of each potential object point \((0 < \rho_P < 1)\). Note that if the number of object points in the experiment is much less than the total length of \( \rho \), then most elements of \( \rho \) are zero. Thus, we can recover the nonzero elements of this vector using a sparsity-promoting algorithm. The positions of each nonzero element in \( \rho \) determine the location of the object points.

We seek to solve the following optimization problem:

\[
\text{Minimize} \| \rho \|_0 \quad \text{subject to} \quad \| I_{\text{meas}} - D\rho \|_2 < \epsilon
\]

where \( \| . \|_0 \) is the \( l_0 \) norm which equals the number of nonzero elements in \( \rho \), and \( \epsilon \) represents an error tolerance due to noise.

To build the dictionary matrix \( D \), we simulate (via Eq. 3.9 with \( \tau \to 0 \)) the expected streak images for a single non-fluorescing patch, and computationally scan its location throughout the working volume (Fig. 3-6).

Eq. 3.14 is solved via orthogonal matching pursuit (OMP) \[71\] to yield the dictionary atoms (or unit cells) that are best correlated with the filtered streak images. OMP is a greedy algorithm, which searches sequentially for the best atom that matches the input, subtracts its contribution from the data, and iterates this process until the residual error derivative is below a user-defined threshold. The number of iterations equals the number of objects recovered.

At the end of this stage we have recovered a set of possible patch locations. We note that due to the noisy input into the OMP step we often recover too many
Figure 3-6: Dictionary construction flow. A patch is computationally moved in the interest volume to generate the corresponding $L$ streak images which are vectorized in the dictionary columns. The column number corresponds to specific patch locations in the volume.

locations. This is resolved during the second step (see more information on the OMP algorithm stopping criteria below).

### 3.3.2 Step 2: Lifetime Reconstruction

With the locations of all patches recovered in the first step, we move on to the second step and render all possible florescent images using a known set of potential lifetimes. For $N_p$ possible locations and $N_f$ potential lifetimes, there are $N_pN_f$ atoms in this new fluorescent dictionary (the response is simulated using Eq. 3.9).

The fluorescent dictionary and the measured (unfiltered) fluorescent data are input into another OMP iteration, at the end of which the correct locations are picked up as well as the corresponding lifetimes.

### 3.3.3 OMP Stopping Criteria

The stopping criterion in the first step was chosen in order to make sure all the correct atoms are included in the first step, even if incorrect atoms are temporarily selected in the process. This is important since the second OMP step is based on the selection from the first step and cannot add new atoms. The first step in our method can be thought of as online dictionary generation, which generates all plausible locations. This stage is robust as long as the number of constructed atoms is significantly larger (about 3-5x) than the actual number of patches, and that is why we have chosen a
Figure 3-7: Residual error decrease rate versus number of patches considered in the OMP solution. The dashed lines represents the location in which the stopping criterion has reached.

The second stage requires a more gentle care, as the number of atoms is not known a priori. This stopping criterion is a known problem with no closed-form solution once noise appears. Our algorithm handles this limitation by monitoring the residual energy decrease rate, which provides information on the correct number of patches. Fig. 3-7 demonstrates this; we note that the residual error of the first step decreases slowly, while in the second step the error decreases very fast and reaches almost zero at the correct number of patches. Needless to say that if we know the number of patches, any search procedure can be used.

Specifically in our algorithm we use the residual error derivative as a measure and empirically select a threshold of $-0.02$ as a stopping criterion.

### 3.3.4 Algorithm Parameters

The geometry dictionary resolution is chosen to be $dx = 6.9mm$, $dy = 7.5mm$, $dz = 5.2mm$. The volume of interest results in 18856 atoms in the dictionary. Therefore, using the full resolution streak images results in a vector of size $12 \times 512 \times 672 = 4128768$. Storing the full dictionary requires approximately $622GB$ of memory. By
down-sampling each image to $51 \times 67$ pixels, a vector length of 41004 is obtained for the 12 images, which results in dictionary size of $6.2 \text{GB}$. This is a factor of 100 reduction in computational burden. Another approach that might be considered is the use of sparse representation; however, since the dictionary structure is highly irregular, this approach is not beneficial. The lifetime dictionary is far smaller than the geometry dictionary, which allows us to use full resolution images. Using an unoptimized MATLAB code and a desktop computer (Intel Core i7 with 32GB RAM), it took the algorithm 91 seconds per reconstruction on average.

3.4 Experimental Demonstration

The scene is a set of three $1.5 \times 1.5 \text{cm}^2$ square patches hidden behind a diffuser, shown in Fig. 3-8. The first patch (NF) is non-fluorescent. The second patch (QD) is painted with a quantum dot solution ($\tau = 32 \text{ns}$) [12]. The third patch (PI) is painted with Pyranine ink ($\tau = 5 \text{ns}$) [70].

We carry out three experiments, each with a different patch configuration. Each column in Fig. 3-9 corresponds to a different configuration. Fig. 3-9a shows the experimental measurements. For each configuration, we input the filtered data (Fig. 3-9b) into OMP to recover the location of each patch. After reconstructing the lifetimes, we use the forward model (Eq. 3.9) to generate streak images that match the measurements (Fig. 3-10a). The reconstructions are shown in Fig. 3-10b. Because we use a UV filter, no information from the NF patch is recorded. We note that the fluorescent lifetimes are always identified correctly, and that the position error is on
Figure 3-9: Experimental measurements as input to the algorithm. Each column is a different configuration, and for each we show a) example of four measurements taken and b) the corresponding high-pass filtered images. Scale bars: 4.2 cm (horizontal), 200 ps (vertical). The four points correspond to measurements with illumination positions x12, x11, x9, x8 as shown by the labels in Fig. 3-11.

Table 3.1: Reconstruction error. The numbers represent distances from the center of each ground truth patch in space to the center of the corresponding reconstructed patch (length units are millimeters).

<table>
<thead>
<tr>
<th>Patch</th>
<th>ΔX</th>
<th>ΔY</th>
<th>ΔZ</th>
<th>Δτ</th>
</tr>
</thead>
<tbody>
<tr>
<td>QD</td>
<td>8.1</td>
<td>9.9</td>
<td>1.6</td>
<td>0</td>
</tr>
<tr>
<td>PI</td>
<td>5.7</td>
<td>10.9</td>
<td>1.6</td>
<td>0</td>
</tr>
</tbody>
</table>

3.4.1 Optical Setup

The experimental setup is shown in Figs. 3-8 and 3-11. A Titanium:Sapphire laser (1.15 W (∼ 15 nJ/pulse), λ = 800 nm, T = 12.5 ns repetition rate, and 50 fs
pulse duration) is frequency-doubled using a barium borate (BBO) crystal to 400nm and is then focused (\(\sim 100mW\) average power at the focus) onto a 0.7mm thick polycarbonate diffuser (Edmund Optics, 55-444) with a Gaussian diffusion profile \(N(\theta) = \exp(-\theta^2/2\sigma^2)\) where \(\sigma \sim 60^\circ\). Light is scattered toward a scene, which scatters light back toward the diffuser, the front side of which is imaged onto a streak camera (Hamamatsu C5680) with a time resolution of 2ps and a time window of 1ns. The detector has a one-dimensional aperture and records the time profile of a horizontal slice of the diffuser, with an \(x-t\) resolution of \(M \times N = 672 \times 512\) pixels. To increase SNR, the total exposure time is \(T_{\text{int}} = 10ms\), so that a given streak image integrates light scattered from \(T_{\text{int}}/T\) incident pulses. Because the streak camera has only a 1D horizontal aperture, we scan the incident laser position across \(L = 12\) positions to mimic a 2D aperture [83] and record 12 streak images. The total acquisition time is approximately \(LT_{\text{int}}\).

To calibrate intensity fluctuations and temporal jitter, a portion of the incident laser beam is split off and focused onto the diffuser, directly in the view line of the camera, so that a streak image of a direct reflection is observed. This calibration
Figure 3-11: Experimental setup. A 1.15 Watt Ti:Sapphire beam is frequency-doubled and is focused onto a diffuser via a pair of galvo mirrors (GM), which scan the beam across the diffuser to different incident positions (inset). Light is scattered by various objects and is recorded by a streak camera (field of view indicated by the dotted line). A fixed reference beam is used to correct intensity and timing noise. Inset: locations of incident laser positions for each streak image.

A spot is fixed for the duration of the acquisition of all streak images (incident laser positions) and is used to subtract any timing jitter noise in the detector and to scale any intensity fluctuations. The calibration point is then cropped to reduce errors during the reconstruction process.

**Fluorescing Markers Parameters**

The scene is a set of three $1.5 \times 1.5 cm^2$ square patches (Fig. 3-8b). The first patch (NF) is non-fluorescent, cut from a white MacBeth Colorchecker square. The second patch (QD) is painted with a CdSe-CdS quantum dot solution ($\tau = 32 ns$, $\lambda_{\text{emission}} \sim 652 nm$) [12]. The third patch (PI) is painted with Pyranine ink ($\tau = 5 ns$, $\lambda_{\text{emission}} \sim 510 nm$) [70]. To study the time-resolved scattering of both the UV excitation ($400 nm$) and the fluorescent emission ($652 nm$ from QD and $510 nm$ from PI), images are recorded both with and without a UV cutoff filter ($\lambda_{\text{cut}} = 450 nm$). The UV filter eliminates the UV reflection from the patches and with it only the visible fluorescence emission profile is captured by the camera (e.g., Fig. 3-1b). A non-fluorescent analog is shown in Fig. 3-1a. Only images taken with the UV cutoff filter are used for
reconstruction, thus information for the NF patch is not measured. While each of these probes has several main absorption bands, the closest dominant absorption maxima for QD and PI are at 600 nm and 460 nm respectively [12, 73]. Therefore 400 nm illumination can properly excite the probes into fluorescent mode.

3.5 Noise and Sensitivity Analysis

In our system, changes in the size of the patch behind the diffuser affect the PSNR as in Fig. 3-12. The red markers are measured data and the blue curve is the result of our forward model. For each image we estimate the noise by using the algorithm described in [57]. While the signal strength increases with the patch size, the estimated noise levels in all five measurements are identical (within 1.5% of the noise mean). As expected, the PSNR improves for larger patches. Note that the measured PSNR of the largest patch is slightly lower than what is expected according to the forward model; this can be explained by non-linear behavior of the streak tube dynamic range near the saturation level of the sensor.

Based on the effect of patch size on PSNR, the reconstruction error is also indirectly a function of patch size. To understand the effects of noise, we analyze the reconstruction accuracy as a function of both measurement noise and patch size (Fig.
Twelve time-resolved images are simulated (via Eq. 3.2) using three different fluorescent objects, with white Gaussian noise added to the images. These images are then input into the reconstruction algorithm.

Fig. 3-13a shows the reconstruction error as a function of the noise level and patch size. The plotted error is a sum of all three distances between the reconstructed objects and the corresponding ground truth locations of fluorescing patches divided by the diagonal size of dictionary voxel. The error results show three step-like changes for all patch sizes (Fig. 3-13a); as the patch size increases the signal level increases, and the first jump in error is postponed to larger added noise. It should be noted that for all simulations we used the original dictionary designed for $1.5 \times 1.5 \text{cm}^2$ patches.

We see that for low noise variance the error is virtually zero. As noise increases, step-like jumps in the error are noted. At first, this seems counter-intuitive: we expect the error to increase continuously with noise. However, the discontinuities occur as a result of the sparsity-based method.

At specific noise levels, OMP cannot distinguish between different curves, and so an atom is essentially lost (Fig. 3-13). This occurs at thresholds when the energy of the lost atom is comparable to the noise level. After this threshold, the algorithm selects a different (incorrect) atom that overlaps with one of the remaining, stronger atoms (transitions from II to III and from III to IX). When the last atom is lost (point X), the algorithm chooses the atoms with the largest footprint. Similar analysis for choosing the patches’ lifetimes showed that the lifetime estimation is even more robust to noise.

3.6 Accessible Volume

As seen from the reconstructions presented in Fig. 3-10, the patches are not required to be directly in the line of sight of the camera; therefore, unlike a conventional imaging system with a field of view (FoV), we need to define an accessible volume (or visible volume) for this imaging system (Fig. 3-14a and Fig. 3-14b). Because there are two sequential scattering events before the signal reaches back to the diffuser, the
Figure 3-13: Noise performance. a) Analysis of reconstruction error as function of patch side size and added noise. White Gaussian noise with increasing variance (x-axis) is added while increasing the patch’s size (y-axis). The color represents the total algorithm reconstruction error in arbitrary units. Inset figure shows the algorithm sensitivity along the black dashed line (corresponding to patch size of 1.5cm). b) Examples of different points on the inset graph which show input images with added noise and the reconstruction results. These images correspond to one of the twelve illumination points.
detected signal must fall off as the product of the square of the distances \( r_c \) and \( r_l \). Assuming \( r_c \sim r_l = r \), we have \( I_1 \sim I_0/r^4 \) (Eqs. 3.2 and 3.3). Therefore, a larger accessible volume is obtained at the expense of lower SNR. The intensity from the closest object point \( (r_{D1}) \) should be within the dynamic range of the camera to avoid saturation:

\[
KI_0 (r_{D1}^{-4}) \leq I_{sat}
\]  

(3.15)

where \( K \) is a constant that is inversely proportional to \( \sigma \) (the scattering angle of the diffusive layer). Also, the signal from the farthest point must be above the noise floor:

\[
KI_0 r_{D2}^{-4} \geq I_{noise}
\]  

(3.16)

We can write these conditions as:

\[
\left( \frac{KI_0}{I_{sat}} \right)^\frac{1}{4} < r < \left( \frac{KI_0}{I_{noise}} \right)^\frac{1}{4}
\]  

(3.17)

This gives us the intensity constraints on the maximum potential accessible volume (Figs. 3-14a,b). Further, the scattered light from all points must arrive within the sensor’s time window \( T_w \): \((r_c + r_l)_{\text{max}} - (r_c + r_l)_{\text{min}} < cT_w \). Thus, for a given incident laser position \( x_l \), the accessible volume is the intersection of the volumes given by this time constraint and the intensity constraints (Fig. 3-14b). Note also that this volume is trimmed if \( \sigma \) is less than 90°.

Lastly, the number of illumination points \( L \) controls the total visible volume, which is the concatenation of \( L \) volumes described above for each laser position \( x_l \). Further, for a scattering angle less than 90°, there can be gaps in the accessible volume close to the diffuser (Fig. 3-14c). Overall, increased scattering increases the accessible volume close to the diffuser. Therefore, the ability to reconstruct images is thus a competition between SNR, which is reduced by scattering, and the accessible volume, which is enhanced by it.
Figure 3-14: Visible volume. a) Top and b) side views of visible volume. The inner black curve shows the saturation bound, and the outer black curve shows the noise-limited bound. The purple area shows the geometry limitation imposed by diffusion/scattering angles ($\sigma$). The green rectangle in the middle of the diffuser is the line imaged by the camera (conventional FoV). c) Illumination gaps due to small scattering angles and widely-spaced illumination points.

### 3.7 Comparison to Previous Methods

Our method is compared to other existing methods in table 3.2. To the best of our knowledge, only fluorescence diffuse optical tomography (FDOT) \cite{38} is capable of recovering fluorescence lifetime and localizing patches. However, it requires more acquisition steps (full rastering of the sample), and direct positioning of fluorescent probes in line of sight of the detector, since it is based on transmission mode; it also depends on ballistic photons. It is noteworthy that a simple optimization \cite{63} and back-projection technique \cite{94} for localizing fluorescent tags would fail because of the significant lifetime of the fluorescent tags; hence a streak-based method with use of a dictionary-based algorithm is needed to simultaneously reconstruct both.

In order to compare the number of acquisition steps, we counted the number of required images for each method. In the case of FDOT \cite{38}, there are $84 \times 46 = 3856$ required measurements with an ICCD. In the case of \cite{49}, the required number of images is equal to the number of optimization steps, which is a multiplication of the spatial light modulator resolution (in the order of $600 \times 600$) and the number of phase steps.
Table 3.2: Comparison between different methods: a. our method, b. FDOT approach [38], c. streak-based with simple optimization [63], d. streak-based with back propagation [94], e. SLM-based [49] and f. speckle correlation approach [46].

<table>
<thead>
<tr>
<th>Method</th>
<th>Reconstruction model</th>
<th>Fluorescence lifetime recovery</th>
<th>Recovery scale</th>
<th>Acquisition raster steps</th>
<th>Mode - Number of scatterings</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Our approach - (streak-based localizing fluorescent tags through diffuser)</td>
<td>Sparsity-based dictionary</td>
<td>Yes</td>
<td>Macro</td>
<td>12</td>
<td>Reflective-3</td>
</tr>
<tr>
<td>b. ICCD-based fluorescence diffuse optical tomography</td>
<td>Ballistic photons-Standard convex optimization</td>
<td>Yes</td>
<td>Macro</td>
<td>3856</td>
<td>Transmissive-1</td>
</tr>
<tr>
<td>c. Streak-based albedo recovery through diffuser</td>
<td>Standard convex optimization</td>
<td>No</td>
<td>Macro</td>
<td>16</td>
<td>Reflective-3</td>
</tr>
<tr>
<td>d. Streak-based looking around the corner</td>
<td>Back projection</td>
<td>No</td>
<td>Macro</td>
<td>60</td>
<td>Reflective-3</td>
</tr>
<tr>
<td>e. Spatial light modulator - based method</td>
<td>Adaptive wavefront correction</td>
<td>No</td>
<td>Micro</td>
<td>&lt;600x600x phase steps</td>
<td>Transmissive-1</td>
</tr>
<tr>
<td>f. Speckle-based approach</td>
<td>Using memory effect and speckle statistics</td>
<td>No</td>
<td>Micro</td>
<td>10</td>
<td>Reflective-1</td>
</tr>
</tbody>
</table>

As seen in table 3.2, our method is the only one that offers simultaneous 3D location and lifetime estimation in reflective mode after three consequent scattering events. This is crucial for recovering the patches that are not directly in front of the camera, but their fluorescent emission can reach the camera lens in the time window of the acquisition. The non-invasive reflective mode also makes our method more appealing for applications that require deeper localization of the fluorophores.
3.8 Discussion

Currently, we are modeling turbulence by scattering layers. This is common [90], but can be extended to thick media, provided the temporal blurring due to multiple scattering still allows us to resolve the fluorescence rise time via filtering. Theoretically, there is no fundamental limit precluding the extension of our method to volume scattering. The main issues are practical, namely, a reduction in SNR with an increase in complexity in forward modeling. However, the sparse prior we exploit here can alleviate these constraints. Since fluorescence signals are commonly sparse in nature, sparsity is a natural way to avoid local minima during reconstruction (as would occur in standard optimization methods) and to achieve a robust solution relatively quickly (i.e., in minutes rather than days). It is specifically the sparse prior that allows reconstruction in the presence of long lifetimes over narrow time windows. Our system offers wide field of view and does not rely on coherence. With our method, the relevant parameters are the diffusion constant, thickness of the diffuser, and the system time resolution.

Because the illumination intensity at the excitation wavelength is stronger than the emission, without a UV filter we can filter out the fluorescence and use only the geometrical information (including non-fluorescent objects) in the first OMP step. This results in higher reconstruction accuracy, but requires twice the recording time.

The underlying limits of the system are SNR and the accessible volume. One straightforward way to alleviate this for remote sensing applications is to increase the laser power. This can be done provided it is not harmful to the targets under study, so it is preferable to use the minimum laser power (lowest SNR) that still enables correct reconstruction.

In summary, we demonstrated time-resolved inversion of scattered light to locate fluorescent tags behind diffusive layers in wide-angle scenes and to identify their lifetimes. This technique, which relies on sparse optimization, has potential applications in remote sensing of spectrally identical fluorescent tags, and offers algorithmic benefits for fluorescence lifetime tomography beyond the conventional line of sight.
Blood Flow Speed Measurement with Coherent Scattering

The use of coherent scattering (which results in speckle) for blood flowmetry was suggested by Briers and Fercher [23] in 1981. Originally the method was used for analysis of retinal blood flow, and later evolved to measure bloodflow speed in skin [9].

The process of blood flow into tissue is called perfusion, and it is a useful marker to measure the health of the tissue. Two main methods to measure perfusion are based on the Doppler effect and on laser speckle contrast imaging (LSCI). In this chapter we demonstrate a method which augments laser speckle with computational photography for imaging of blood flow speed.

4.1 Theory of LSCI

First, we describe the theoretical background of LSCI. As mentioned in the background chapter (section 2.3), speckle is a statistical phenomenon. We briefly mention here some important properties of speckle [28]:

- The intensity of each speckle grain is a random variable with a decaying expo-
ential distribution:
\[ P(I) = \frac{1}{\bar{I}} \exp \left(-\frac{I}{\bar{I}}\right) \] (4.1)
where \( \bar{I} \) is the distribution mean which is related to source intensity and imaging geometry.

- The mean \( (\mu) \) and standard deviation \( (\sigma) \) of a decaying exponential variable are equal. Thus, the contrast \( K = \sigma/\mu \) of speckle is unity.

- The size of each speckle grain is given by [84]:
\[ S_{\text{speckle}} = 2.44\lambda(1 + M)\frac{f}{D} \] (4.2)
where \( M \) is the magnification, \( f \) is the focal length and \( D \) is the aperture size.
So larger apertures result in smaller speckle grains. In practice it is common to select the aperture such that the size of a speckle grain is mapped to one pixel.

When the scatteres move, the speckle pattern changes (movement larger than the optical wavelength is sufficient). In the case of bloodflow speed (or any other moving object) there are two time scales of interest:

1. \( T \) — the camera exposure time.

2. \( \tau_c \) — a time scale of the movement (i.e. the time in which the measurement is still correlated to itself).

During the exposure time \( (T) \) the camera is integrating over the different speckle patterns (see Fig. 4-1). We note that when the scene is dynamic the speckle pattern (and its contrast) is washed out. In order to model this phenomenon, we start by writing the statistics of each speckle grain \( (r) \) [19]:

\[ \mu(r) = \frac{1}{T} \int_0^T E\{I(r, t')\} \, dt' \] (4.3)

\[ \sigma^2(r) = \frac{1}{T} \int_0^T 2 \left(1 - \frac{\tau}{T}\right)C^{(2)}(r, \tau) \, d\tau \] (4.4)
Figure 4-1: Left: speckle formation from a rough static surface has high contrast. Right: Speckle formation from a rough dynamic surface produces low contrast images.

where $E \{ . \}$ denotes expectation, $I(r, t')$ is the instantaneous intensity and $C^{(2)}(r, \tau)$ is the covariance of the instantaneous intensity. In order to calculate $C^{(2)}$ it is common to assume [19]: 1) The covariance is a result of a large number of scattering events, thus it can be modeled as a circular Gaussian process and be calculated with the correlation function of the field itself. 2) The movement is a result of Brownian motion, so that the correlation function is a decaying exponential with time scale $\tau_c$.

With these assumptions we get:

$$C^{(2)}(r, \tau) = \mu^2(r) \exp \left(-\frac{2|\tau|}{\tau_c} \right)$$  \hspace{1cm} (4.5)

We can now calculate the local contrast with Eq. 4.3, 4.4 and 4.5:

$$K(r) = \frac{\sigma(r)}{\mu(r)} = \sqrt{\frac{\tau_c}{2T} \left(2 - \frac{\tau_c}{T} \left(1 - \exp \left(-\frac{2T}{\tau_c}\right) \right)\right)}$$  \hspace{1cm} (4.6)
Next, we want to develop a model for the relationship between $\tau_c$ and the scatterers’ speed $V$. It is clear that $\tau_c$ is inversely proportional to $V$ (faster movement results in shorter correlation time). One common suggestion is [9]:

$$V = \frac{\lambda}{2\pi \tau_c}$$  \hspace{1cm} (4.7)

where $\lambda$ is the optical wavelength. This is a naive, yet common assumption [84]. Making all these assumptions results in a qualitative speed estimation (recent summary of studies on making LSCI a quantitative tool was presented by Briers [7]). Given the qualitative nature of the results, one final approximation can be made. Assuming $T >> \tau_c$ we get:

$$K(r) = \frac{\sigma(r)}{\mu(r)} \sim \sqrt{\frac{\tau_c}{T}}$$  \hspace{1cm} (4.8)

combining Eq. 4.7 and 4.8 we get:

$$V(r) \sim \frac{1}{TK(r)^2} = \frac{1}{T} \left(\frac{\mu(r)}{\sigma(r)}\right)^2$$  \hspace{1cm} (4.9)

Intuitively, we can think of the scatterers movement at a given position as a random process, and Eq. 4.9 suggests we can calculate their speed by measuring the first and second moments of this random process. Three different methods to measure these moments have been suggested:

1. Spatial approximation [9]: for each pixel at position $(i,j)$ we use a neighborhood of $N \times M$ pixels to calculate the statistics. This is essentially assuming the process is ergodic in space. Common neighborhood sizes range from $5 \times 5$ to $15 \times 15$. The main disadvantage of this method is the reduction in spatial resolution of the final speed reconstruction.

2. Temporal approximation [14]: in this method a movie is taken, and statistics of each pixel are calculated over time. This is essentially assuming ergodicity in time. The advantage of this method is improved spatial resolution, but it requires a high speed imaging system (in order to account for the ergodicity).
3. Spatiotemporal approximation [78]: this method combines the two previous methods and uses a neighborhood of $N \times M \times K$ window.

Fig. 4-2 shows an example of a perfusion map of a healthy hand using a spatial window.

### 4.2 Rejecting Subsurface Scattering for LSCI

It is common to distinguish between light that is directly reflected from a scene to the camera (direct component) and light that scatters within the scene before being reflected to the camera (global component) [66]. In case of skin imaging, each pixel measures contribution from direct reflection and subsurface scattering, see Fig. 4-3. To understand this effect on LSCI we consider the simplified schematic in Fig. 4-4. For a single skin layer, LSCI is straightforward; however, underlying tissue (modeled in Fig. 4-4 [right] as a second scattering layer) makes an unwanted speckle contribution to the contrast image. A known method to separate between the global and direct components of light is known as global-direct separation [66].

When performing global-direct separation, the scene is illuminated with multiple high-frequency patterns. Thus, a set of intensity values are associated with each pixel
Figure 4-3: Light rays are captured from both the surface and subsurface. The sensor measures the intensity of (D), which is a result of direct illumination (A) and global scattering (B) + (C). Many ray paths can contribute to global light.

\((i, j)\). The maximum value \((L^+)\) and the minimum value \((L^-)\) can be used to separate direct \((D)\) and global \((G)\) components as [66]:

\[
D = \frac{L^+ - L^-}{1 - b}
\]

\[
G = 2\frac{L^- - bL^+}{1 - b^2}
\]

Here, \(b\) accounts for background illumination.

### 4.3 Synthetic Results

#### 4.3.1 Simulation Methods

We first evaluate the use of global-direct separation for LSCI with synthetic data. Because rendering dynamic volumetric scattering is challenging, we model a two-layer system. The front layer represents the skin, and the rear layer contains all the scattering of the underlying tissue.

To model coherent scattering (speckle), we proceed as follows: first, the front layer is illuminated with a high-frequency speckle pattern, independent of the sample under study. This pattern strikes the first layer, and scattering is modeled by generating a random intensity pattern with negative exponential statistics. The resulting
Figure 4-4: Global light produces erroneous contrast maps for skin perfusion. Left: a single layer of dynamic scattering can be reconstructed easily. Right: a second layer compounds the contrast image, and the resulting speed map is incorrect.

Figure 4-5: Simulated scene with two scattering layers. The black characters indicate areas of high speed. Incident speckle illumination scatters to the first layer, then to the second. Both are recorded simultaneously for four different incident illumination patterns.
speckle pattern is the direct component. Next, a portion of this pattern is transmitted and scattered towards the rear layer. Propagation is accounted for by blurring each speckle. The rear layer forms a second speckle pattern (global component), which is reflected and added to the direct component.

Dynamic speckle is modeled by averaging $S$ realizations of speckle at a pixel, where $S$ is proportional to the velocity at that pixel [28] and the exposure time: $S = VT \sim T/\tau_s$. Thus, higher speeds and longer exposure times imply a larger average, which implies a reduced contrast. The simulation is repeated with $N$ independent speckle illumination patterns, and global-direct decomposition is carried out with the $N$ resulting images.

The blur kernel size is chosen to approximate diffraction. In the paraxial approximation, a speckle of size $w_0$ blurs to $w(z)$ after a distance $z$, according to:

$$z = \frac{\pi w_0^2}{\lambda} \sqrt{\left(\frac{w(z)}{w_0}\right)^2 - 1}$$

For example, for an average speckle size of 5 pixels, a blur kernel of 20 pixels, a wavelength of 0.750 $\mu m$, and a camera pixel size of 5 $\mu m$ with unity magnification, Eq. 4.12 implies that the inter-layer distance is 1 cm, which is a typical quantity in biological imaging.

We note here that the high-frequency illumination pattern is itself a random speckle field. This intuitively "matches" the system dynamics and allows us to ignore diffraction from, e.g., the edges of the more conventional checkerboard pattern. The goal of this method is to calculate a relative speed map of the front layer based on $N = 4$ illumination patterns by removing any corruption from the presence of the rear layer.

### 4.3.2 Simulation Results

The synthetic scene is shown schematically in Fig.4-5, and results are shown in Fig.4-6. Fig.4-6a shows the ground truth speed maps of each layer and a synthetic measurement of each layer in the absence of the other. Note the reduced contrast within the
Figure 4-6: Synthetic results demonstrating benefits of global-direct separation for skin perfusion. (a) Scene ground truth: speed maps indicate areas of relative motion, and reflectance maps indicate the contrast measurement of each layer in the absence of the other. (b) Four measurements, illuminated by different speckle patterns. (c) Decomposition to direct component reflectance (top), the sum of measurements as a baseline (bottom). (d) Speed reconstruction based on the corresponding intensity maps. The reconstruction based on the direct component reproduces the speed map of the front layer, whereas the baseline result contains speed contributions from both layers.
characters, where the speed is high. Individual measurements for four illumination patterns are shown in Fig. 4-6b. Though they appear similar, each one is a result of a different speckle illumination pattern. Inputting these measurements into Eq. 4.10, we obtain a direct light image. We reconstruct the speed map based on the contrast of this image (Fig. 4-6c,d [top]). For comparison (Fig. 4-6c,d [bottom]), we see that the standard LSCI reconstructs a speed map that contains information from both layers ("ICCP" and "2014"), whereas the global-direct separation successfully decouples them.

To quantify the simulation results, we normalize all speed maps to the total energy of the ground truth speed map. We define total image energy as the total kinetic energy of the individual pixels:

$$E = \sum_{i,j=1}^{n} V_{ij}^2$$  \hspace{1cm} (4.13)

where $V_{ij}$ is the speed at pixel $(i, j)$, and the image is $n \times n$ pixels. The error metric is

$$e_k = \frac{1}{n^2} \sum_{i,j=1}^{n} \|V_{ij}^{(g)} - V_{ij}^{(k)}\|^2$$  \hspace{1cm} (4.14)

where $V^{(k)}$ is the reconstructed speed map (direct or baseline), and $V^{(g)}$ is the front layer ground truth speed map.

Fig. 4-7 shows the reconstruction error as a function of SNR for different numbers of illumination patterns. We see that both the standard LSCI method (left) and our suggested method (right) improve for increasing $N$. For $N > 4$, there is no appreciable improvement. With high SNR, our reconstructions produce 50% less error than the baseline LSCI method. Because the direct component is a difference of images (Eq. 4.10), it is susceptible to noise. Therefore, for low SNR, the two methods are comparable. Interestingly, there is a regime of standard LSCI where increasing SNR increases the reconstruction error (dashed line). We expect that this is caused by a small amount of noise, which reduces local contrast and changes the effective local speed.

Fig. 4-8 shows analysis of the reconstruction error for varying distances between
layers (a larger distance between layers results in more blurring according to Eq. 4.12). As the distance between the layers increases, the reflected speckle field becomes increasingly blurred, which improves the global-direct separation. On the other hand, the reflections corrupt a wider area of the image and increase the baseline reconstruction error. As \( N \) increases, the error is reduced and similarly, above \( N > 4 \), there is little change.

4.4 Experimental Results

4.4.1 Experimental Prototype

We implement the method in hardware using a Lumenera monochrome camera without an IR filter to image objects approximately 40 cm away with a 50 mm Nikon lens (f/2.8). To implement four illumination patterns, we use four light sources: four 3 mW lasers of center wavelength 785 nm, placed around the camera lens. To create illumination speckle patterns, each laser passes through a diffusive material (duct tape). The lasers are controlled by an Arduino microcontroller, which is synchro-
Figure 4-8: Simulation speed reconstruction error for a varying number of illumination sources and internal layer depth $z$. The baseline (left) and our suggested method (right) show the reconstruction error for various measurement noise (SNR) and illumination patterns.

normalized in real time using a Matlab interface (Fig. 4-9). The lasers illuminate the scene sequentially, and the camera records an image for each one with an exposure time of 50ms. The total acquisition time is approximately one second. The four recorded images are then used to separate global and direct components. Contrast analysis is performed on the direct component, and the speed map is reconstructed. To calculate contrast, we use a spatial window of $N = M = 13$, and the background illumination is $b = 0.01$.

### 4.4.2 Experimental Results

Fig. 4-10 shows results for a healthy hand. In Fig. 4-10a, the four measurements are shown. Fig. 4-10b is a contrast calculation from the sum of the four measurements (the sum is used to create a uniform illumination over the full field and serves as a baseline). Fig. 4-10c shows the global component image extracted using Eq. 4.11 and the corresponding speed map generated using Eq. 4.9. However, both produce similar erroneous results. Skin perfusion in a normal hand should be uniform, whereas these results have a highly uneven distribution. Finally, Fig. 4-10d shows the direct com-
ponent image extracted using Eq. 4.10 and the corresponding speed map generated using Eq. 4.9, which demonstrates a much more uniform perfusion map.

Our improvement results from the global component (Fig. 4-10c) being removed so that it no longer corrupts the skin perfusion measurement. Note that the global component contains no speckle while the direct component does contain speckle, and the conventional measurement contains an intermediate amount. Further inspection of the direct speed map reveals two outliers: the tip of the second finger from the top, and the bottom right part of the palm. These areas appear to have low speed associated with them. This can be explained by examining the direct intensity map. We notice these areas appear dark, which means they were not directly illuminated during acquisition. Another notable result is the similarity of the global component to the baseline (both image and speed map) which tells us that the baseline is governed by the global component.

We also show results for a finger with a superficial burn on an otherwise healthy finger (Fig. 4-11). We expect to see low perfusion on the area of the burn, as it is a few days old. Similar qualitative conclusions can be derived here. Of particular interest is the perfusion contrast between the healthy and burn areas of the finger in the direct component measurement, as well as the uniform perfusion on the healthy part of the finger.
Figure 4-10: Experimental results of a healthy hand. a) The four measurements. Speckle images and corresponding speed maps for baseline (b), global component (c), and direct component (d).

Figure 4-11: Experimental results of a superficial burn. a) the four measurements, the burn is circled in red on the bottom picture. Speckle images and corresponding speed maps for baseline (b), global component (c), and direct component (d).
4.5 Technical Discussion

Our results here indicate that global-direct separation methods, derived from ray optics, have potential use for coherent imaging. This can represent a significant advancement for LSCI and can improve reconstructions of blood flow. Since the suggested method simply adds a new layer in the LSCI pipeline, it can be augmented with any modification and improvement to the basic LSCI algorithm used here.

Applying global-direct separation with coherent illumination is not limited to perfusion and can improve other skin-related analyses, such as extracting biological quantities [91] and improving rendering [42]. It can also improve skin lesion analysis and diagnosis [16].

Our contribution offers a bridge between computational photography and biomedical imaging with intuitive modeling of light scattering. Future efforts in computational photography can be applied towards medical imaging of, e.g., wound healing, burn recovery and skin surgeries.

4.6 Applications and Business Perspective

Perfusion is a fundamental process in tissue, thus skin perfusion measurement can provide information for skin conditions diagnosis. Various skin conditions are highly correlated to socio-economical index, and as such they are more frequent in developing countries. For example, in some parts of India, over 40% of the population suffer from dermatological conditions [29]. Up to 79% of deaths due to skin cancer [41] are caused by Melanoma, which is hard to detect. Some skin conditions may be a result of lifestyle and nutrition; one side effect of Diabetes are diabetic ulcers, which are essentially a case of reduced blood flow to the body extremities, to the point where it may result in an amputation. In India, Diabetes accounts for approximately 80% of all non-traumatic amputations performed every year [32, 2].

The main applications of skin perfusion photography include: wounds and burns diagnosis, cosmetics applications, monitoring of amputations, and assistive technology
in reconstructive and plastic surgeries.

We now discuss the business perspective of this technology and how it might be deployed in India:

- **Key Partners**

  Since the technology is meant to target the medical market, the key partners are entities which can support both the development and scaling stages:

  - Hospitals — hospitals provide infrastructure and access over time to patients with specific conditions. Without proper support from hospitals for the development and validation stage, there cannot be any scaling.
  
  - Physicians and nurses — the main stakeholders of the technology. They can provide feedback to the value of the technology during the development stage, as well as feedback to the accuracy of the results.
  
  - Universities — local students can assist in rapid-prototyping and quick iterations during the final prototyping stages of the device.
  
  - The health industry — a partner during the scaling stage. The logistic and legal infrastructure of the local industry can be of great value to scale the device quickly.
  
  - NGOs — can help scaling the device beyond big hospitals to local clinics.

- **Key Resources**

  The main resource is the intellectual property and the technology developed. The knowledge provides us with better understanding of the physics involved with sub-dermal imaging, which enables better technologies.

  Next, a network of physicians and experts both in Cambridge and in India (mostly in Mumbai) provides us with quick and reliable feedback to the results our devices provide, as well as future directions and new conditions to diagnose and monitor.

  Lastly, resources that are in constant need are prototyping materials, such as cameras, lasers, and computers.
• **Value Proposition**

The main contribution we can provide is better diagnosis and monitoring for skin-related conditions. Initially, it would be utilized mostly by doctors and nurses. Once the technology becomes reliable, it would scale to personal healthcare and enable people better control over their own health. It can democratize healthcare for skin-related conditions, since nowadays patients rely on the expertise of physicians who do not necessarily have good metrics for diagnosis (this is especially true for skin diagnosis). Providing new ways to assess skin conditions will allow patients better understanding of their condition, and possibly enable self-diagnosis.

• **Customer Relationships**

Our main goal is to establish long-term relationships with physicians and patients. Skin conditions, such as significant burns or diabetic ulcers, could be tracked and monitored over time using the device.

• **Channels**

Our main route to deploy the technology is through hospitals, pharmacies and local nurses. Initially, the main users will be physicians in hospitals, where it is easier to initiate a supply chain. At a later stage, when the technology scales to public users, it will be purchased at pharmacies.

• **Customer Segments**

The most important initial customers are hospitals, as they provide infrastructure and access to both patients and physicians. Later, the customer segment will focus on physicians adapting our technology. Finally, when the technology scales, the main segment will be individuals, and the main way to reach them would be through physicians, pharmacies, and private doctors.

• **Cost Structure**

Currently the main costs are development-related, such as prototyping tools.
In the future, costs will shift to clinical trials, and when the device is finalized, to components and manufacturing.

- **Revenue Streams**

  One optional revenue would come from selling the device and associated software. Another option is various charging models for the software, for example: one-time payment, payment per diagnosis, and payment per software update.
Chapter 5

Conclusions

In this thesis we develop novel methods to overcome scattering and to use it to our advantage. This is demonstrated in two different cases of scattering. In particular, we show that scattering can encode information on scene parameters, such as movement, as well as allow novel field-of-view formulations and non-traditional, beyond line of sight imaging.

First, we describe a technique to localize and classify fluorescent tags hidden behind turbid layers. This technique uses time-resolved measurements and a novel signal processing framework based on sparse optimization. It shows that although scattering prohibits direct imaging, time-resolved techniques are able to resolve scene geometry even in cases of significant time blur such as fluorescence. Furthermore, in this case the fluorescence time-blur is used to classify the fluorescence lifetime, which has many biomedical applications. Interestingly, it is shown that more scattering increases the field-of-view of this system, which opens the door to future indirect imaging modalities.

We also use dynamic coherent scattering, which allows assessment of flow speed and skin perfusion. Our method uses a computational photography technique to reject sub-surface scattering in order to improve the speed estimation. We discuss the business perspective and deployment possibilities of this technique in India, for analysis of wounds and burns, and other skin conditions.
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