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Abstract— As robot designers, we tend to emphasize the
cognitive aspect of intelligence when designing robot archi-
tectures while viewing the affective aspect with skepticism.
However, scientific studies continue to reveal the deeply in-
tertwined and complementary roles that cognition and emo-
tion play in intelligent decision making, planning, learning,
attention, communication, social interaction, memory, and
more. Such findings provide valuable insights and lessons
for the design of autonomous robots that must operate in
complex and uncertain environments and perform in coop-
eration with people. This paper presents a concrete im-
plementation of how these insights have guided our work,
focusing on the design of sociable autonomous robots that
interact with people as capable partners.

Keywords— human-robot interaction, humanoid robots,
models of emotion and affect, social or sociable robots

I. INTRODUCTION

All intelligent creatures that we know of have emotions.
Humans, in particular, are the most expressive, emotion-
ally complex, and socially sophisticated of all [1].

To function and survive in a complex and unpredictable
environment, animals (including humans) were faced with
applying their limited resources (e.g., muscles, limbs, per-
ceptual systems, mental abilities, etc.) to realize multi-
ple goals in an intelligent and flexible manner [2]. Those
species considered to be the most intelligent tend to exist in
complex and dynamic social groups where members have to
communicate, cooperate, or compete with others. Two dis-
tinct and complementary information processing systems,
cognition and emotion, evolved under such social and en-
vironmental pressures to promote the health and optimal
functioning of the creature.

As argued by Norman, Ortony and Russell [3], these
two systems are deeply intertwined and operate simulta-
neously. The cognitive system is responsible for interpret-
ing and making sense of the world, whereas the emotion
system is responsible for evaluating and judging events to
assess their overall value with respect to the creature (e.g.,
positive or negative, desirable or undesirable, hospitable
or harmful, etc.). When operating in the proper balance,
the emotion system modulates the operating parameters of
the cognitive system and the body to improve the overall
mental and physical performance of the creature. The sci-
entific literature documents the beneficial effect of emotion
on creative problem solving, attention, perception, memory
retrieval, decision-making, learning, and more (see [4] for
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an overview). As argued by Damasio [5], too much emotion
can hinder intelligent thought and behavior, however, too
little emotion is even more problematic.

II. WHY GIVE ROBOTS EMOTION SYSTEMS?

Today’s autonomous robots can certainly improve their
ability to function in complex environments and to behave
appropriately in partnership with people. Using the de-
sign of natural intelligences as a guide, a robot’s cognitive
system would enable it figure out what to do, whereas the
emotion system would help it to do so more flexibly in com-
plex and uncertain environments, as well as help the robot
behave in a socially acceptable and effective manner with
people. It is in this pragmatic spirit that we explore the role
of emotion-like processes and capabilities in human-robot
interaction.

This does not imply that these emotion-based or
cognition-based mechanisms and capabilities must be in
some way identical to those in natural systems. In par-
ticular, the question of whether or not robots could have
real emotions is irrelevant to our purposes. We agree with
Picard [6]: as we continue to design integrated systems
for robots, that complement its cognitive capabilities with
those regulatory, signaling, biasing, and other useful atten-
tion, value assessment, and prioritization mechanisms as-
sociated with emotion systems in living creatures, we will
effectively be giving robots a system that serves the same
useful functions, no matter what we call it.

III. EMOTION-RELATED SKILLS AND MECHANISMS IN
HRI

In order to interact with others (whether it is a device, a
robot, or even another person) it is essential to have a good
conceptual model for how the other operates [7]. With such
a model, it is possible to explain and predict what the other
is about to do, its reasons for doing it, and how to elicit
a desired behavior from it. As argued by Norman [7], the
design of a technological artifact, whether it is a robot, a
computer, or a teapot, can help a person form this model by
“projecting a image of its operation,” either through visual
cues or continual feedback. Hence, there is a very practical
side to developing robots that can effectively convey and
communicate their internal state to people for cooperative
tasks, even when the style of interaction is not social.

Our work focuses on developing sociable robots for envi-
sioned applications where the robot interacts with a person
as a partner. There are many important emotion-related
skills and mechanisms that would be useful if not neces-
sary for the success of the robot in these applications. Fur-



IEEE TRANSACTIONS ON MAN, CYBERNETICS AND SYSTEMS-PART C, VOL. XX, NO. Y, MONTH 2003 2

thermore, if the internal design of the robot mirrors the
characteristics of the emotion systems of living creatures,
then emotive expressions are very appropriate and intu-
itively understood by humans across different cultures [8],
[9]. These capabilities are listed below. In the following
sections, we illustrate how the emotion system and cogni-
tive system work together to implement these capabilities
on our sociable robot.

o Intelligent behavior in a complex, unpredictable environ-
ment.

o The ability to sense and recognize emotion and affect in
others.

o The ability to express affect and internal state to others.
o The ability to respond to humans with social adeptness
and appropriateness.

A robot that cares for the elderly, for instance, should be
able to respond appropriately in times when the patient is
showing signs of distress or anxiety. It should be persuasive
in ways that are sensitive to the person, such as helping
to remind them when to take medication, without being
annoying or upsetting. It would need to know when to
contact a health professional when necessary.

Yet so many current technologies, such as animated com-
puter agents, interact with us in a manner characteristic of
emotionally impaired people. In the best cases they know
what to do, but often lack the emotional intelligence to
do it in a socially appropriate manner. As a result, they
frustrate us and we quickly dismiss them even though they
can be useful. Given that many exciting applications for
autonomous robots in the future place them in a long-term
relationship with a particular person, we will need to ad-
dress these issues or people will not accept them into their
daily lives.

IV. DESIGN OF A SOCIABLE RoBOT

The Sociable Robots Project develops expressive anthro-
pomorphic robots to explore scientific questions and to ad-
dress engineering challenges of building socially and emo-
tionally intelligent robots (see Figure 1). Their social and
emotive qualities are integrated deep into the core of their
design, and serve not only to “lubricate” the interface be-
tween itself and its human interlocutor, but also play a
pragmatic role in promoting survival, self maintenance,
learning, decision making, attention, and more [10], [11].
Hence, social and affective interactions with people are
valued not just at the interface, but at a pragmatic and
functional level for the robot as well.

Inspired by models of intelligence in natural systems, the
design of our architecture features both a cognitive system
and an emotion system (see Figure 2). Both operate in
parallel and are deeply intertwined to foster optimal func-
tioning of the robot in its environment. The overall archi-
tecture is comprised of a distributed network of interacting
agent-like processes that excite and inhibit one another by
spreading activation [12]. Due to space constraints, we can-
not give an equal presentation of both systems. Hence, we
focus on the design of the emotion system and provide an
overview of the cognitive system. We use our implemen-

tation on our robot, Kismet, as a case study and refer the
reader to [10] for greater detail. These ideas are being ex-
tended to explore socially mediated learning on our current
robot, Leonardo, the successor of Kismet (see Figure 1).

Fig. 1.  Kismet(left) and Leonardo (right), our sociable robots.
Whereas Kismet has a mechanical aesthetic, Leonardo has a more
organic appearance. Photos courtesy of Sam Ogden.

V. THE COGNITIVE SYSTEM

The cognitive system is responsible for perceiving and in-
terpreting events, and arbitrating among the robot’s goal-
achieving behaviors to address competing motives. Each
motive is modeled as a homeostatic process that represents
the robot’s “health” related goals. The computational sys-
tems and mechanisms that comprise the cognitive system
work in concert to decide which behavior to activate at
what time and for how long to service the appropriate ob-
jective. Overall, the robot’s behavior must exhibit an ap-
propriate degree of relevance, persistence, flexibility, and
robustness. To achieve this, we based the design of the
cognitive system on ethological models of animal behavior

[2].
A. Perceptual Elicitors

Inputs arising from the environment originate from the
perceptual system where key features are extracted from
the robot’s sensors (cameras, microphones, etc.). These
features are fed into an associated releaser process. Each
releaser can be thought of as a simple perceptual elicitor
of behavior that combines lower-level features into behav-
iorally significant perceptual categories. For instance, the
visual features of color, size, motion, proximity are in-
tegrated to form a toy percept. Other releasers are de-
signed to characterize important internal events, such as
the urgency to tend to a particular motive. There are many
different releasers designed for Kismet, each signals a par-
ticular event or object of behavioral significance. If the
input features are present and of sufficient intensity, the
activation level of the releaser process rises above thresh-
old, signifying that the conditions specified by that releaser
hold. Given this, its output is passed to its corresponding
behavior process in the behavior system, thereby preferen-
tially contributing to that behavior’s activation.

B. Motivations

Kismet’s drives implement autopoetic-related processes
for satisfying the robot’s “health” related and time-varying
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goals. Analgous to the motivations of “thrist”, “hunger”,
and “fatigue” for an animal, Kismet’s drives motivate it to
get the right amount of the desired kind of stimulation in a
timely manner. Kismet’s drives correspond to a “need” to
interact with people (the social-drive), to be stimulated
by toys (the stimulation-drive), and to occasionally rest
(the fatigue-drive). The degree to which each drive is
satiated in a timely fashion contributes to the robot’s over-
all measure of its “well being.”

The design of each drive is heavily inspired by ethological
views of the analogous process in animals. Their change in
intensity reflects the ongoing “needs” of the robot and the
urgency for tending to them. Each drive acts to maintain a
level of intensity within a bounded range, neither too much
nor too little, as defined by a desired operational point and
acceptable bounds of operation around that point (called
the homeostatic regime). A drive remains in its homeo-
static regime when it is encountering its satiatory stimulus
of appropriate intensity. Given no satiatory stimulation, a
drive will tend to increase in (positive) intensity.

Motivations shape the internal agenda of the robot and
play an important role in determining which behavior to
engage in next. To keep its activation level within the
homeostatic regime, each drive can preferentially spread
activation to behaviors that help to restore it. For in-
stance, in the absence of the satiatory stimulus (or if the
intensity is too low), the drive increases in intensity to the
positive end of the spectrum and preferentially biases the
activation of those behaviors that serve to seek out that
stimulus. Alternatively, if the satiatory stimulus is too in-
tense (e.g., moving too close or too fast), the drive tends
toward the extreme negative end of the spectrum. In this

circumstance, the drive biases the activation of avoidance
behaviors to limit the robot’s exposure to the intense stim-
ulus. Hence, to remain in balance (near the center of the
spectrum), it is not sufficient that the satiatory stimulus
be present; it must also be of a good quality.

C. Behavior Arbitration as Decision Making

Within the behavior system, the behavior processes are
organized into loosely layered, heterogeneous hierarchies
of behavior groups, much in the spirit of those etholog-
ical models proposed by Tinbergen [13] and Lorenz [14].
Implicit in this model is that at every level of the hierar-
chy a decision is being made among several alternatives of
which one is chosen. At the top, the decisions are very
general (which drive to satiate) and become increasingly
more specific as one moves down a hierarchy. At the high-
est level, behaviors are organized into competing functional
groups (the primary branches of the hierarchy) where each
group is responsible for maintaining one of the three home-
ostatic functions. Only one functional group can be active
at a time. The influence of the drives is strongest at the
top level of the hierarchy, biasing which functional group
should be active.

Each functional group consists of an organized hierar-
chy of behavior groups (akin to Tinbergen’s behavioral cen-
ters) [13]. At each level in the hierarchy, each behavior
group represents a competing strategy (a collection of be-
haviors) for satisfying the goal of its parent behavior. In
turn, each behavior within a behavior group is viewed as a
task-achieving entity whose particular goal contributes to
the strategy of its behavior group. Each behavior process
within a group competes with the others in a winner-take-
all fashion for expression based on its relevance to the cur-
rent situation as determined by the perceived environment
(through its releaser processes) and its motives (through
its drive processes). When active, a behavior coordinates
sensori-motor patterns to achieve a particular task such as
search behaviors, approach behaviors, avoidance behaviors,
and interaction behaviors.

The observed behavior of the robot is the result of com-
petition at the functional, strategic, and task levels. At
the behavioral category level, the functional groups com-
pete to determine which “need” is to be met (for Kismet,
this corresponds to socializing, playing, or sleeping). At
the strategy level, behavior groups of the winning func-
tional group compete for expression. Finally, on the task
level, the behaviors of the winning behavior group compete
for expression. As one moves down in depth, the behaviors
serve to more finely tune the relation between the robot and
its environment, and in particular, the relation between the
robot and the human [10].

VI. THE EMOTION SYSTEM

The emotion system is responsible for perceiving and rec-
ognizing internal and external events with affective value,
assessing and signaling this value to other systems, regulat-
ing and biasing the cognitive system to promote appropri-
ate and flexible decision making, and communicating the
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robot’s internal state to others to socially regulate their be-
havior in a beneficial relation to the robot. In concert with
the robot’s cognitive system, it is designed to be a flexible
system that mediates between both environmental and in-
ternal events to elicit an adaptive behavioral response that
serves either social or self-maintenance functions.

The organization and operation of the emotion system
is strongly inspired by various theories of basic emotions
in humans [8]. These few select emotions are endowed by
evolution because of their proven ability to facilitate adap-
tive responses that promote a creature’s daily survival in a
complex and often hostile environment. Supported by evo-
lutionary, developmental, and cross-cultural studies, these
basic emotions include anger, disgust, fear, joy, sorrow, and
surprise. For Kismet, an emotional response consists of:

o A precipitating event.

o An affective appraisal of that event.

o A characteristic display that can be expressed through
facial expression, vocal quality, or body posture.

o Modulation of the cognitive and motor systems to moti-
vate a behavioral response.

A. Affective Releasers

The affective releasers assess the value of perceptual in-
puts arising from the environment. They are similar to
the perceptual releasers of the cognitive system, but rather
than only being a perceptual interpretation of stimuli into
objects and events, they are also cognitively appraised in
relation to the motivational state of the robot and its cur-
rent goals. Beyond simple perceptual features, the affective
releasers go through a more detailed cognitive appraisal to
judge the quality of the stimulus (e.g., the intensity is too
low, too high, or just right), or whether it is desired or not
(e.g., it relates to the active goals or motivations). For in-
stance, if the stimulation-drive is being tended to and
a nearby toy is moving neither too fast nor too close to the
robot, then the desired-toy releaser is active. However,
if the social-drive is being tended to instead, then the
undesired-toy releaser is active. If the toy has an ag-
gressive motion (i.e., too close and moving too fast), then
the threatening-toy releaser is active. This evaluation is
converted into an activation level for that affective releaser.
If the activation level is above threshold, then its output
is passed to the affective appraisal stage where it can in-
fluence the net affective state and emotive response of the
robot.

A.1 Recognition of communicated affect

Objects that Kismet interacts with can have affective
value, such as a toy that is moving in a threatening manner.
However, people can communicate affect directly to Kismet
through tone of voice [15]. Developmental psycholinguists
can tell us quite a lot about how preverbal infants achieve
this. Based on a series of cross-linguistic analyses, there
appear to be at least four different pitch contours that pre-
linguistic infants can recognize affectively (i.e., approval,
prohibition, comfort, and attentional bids), each associated
with a different emotional state [16].

Inspired by these theories, we have implemented a rec-
ognizer for distinguishing these four distinct prosodic pat-
terns from Kismet-directed speech. The implemented clas-
sifier consists of several mini-classifiers executing in stages.
A very detailed presentation of the recognizer and its per-
formance assessment can be found in [10].

In all training phases we modeled each class of data using
the Gaussian mixture model, updated with the EM algo-
rithm and a Kurtosis-based approach for dynamically de-
ciding the appropriate number of kernels [17]. The idea of
the Gaussian mixture model is to represent the distribution
of a data vector by a weighted mixture of component mod-
els, each one parameterized on its own set of parameters.
Formally, the mixture density for the vector x assuming k
components is

pla) = X5 i f(x50;5)

where f(z;¢;) is the j-th component model parameterized
on ¢;, m; are the mixing weights satisfying Zle m; =1,
and 7; > 0.

In this algorithm, kurtosis is viewed as a measure of non-
normality and is used to decide on the number of compo-
nents in the Gaussian problem. For a random vector x with

mean m and covariance matrix S, the weighted kurtosis is
defined as

A (o (@i—my) T ST (@i—my))®
Bi =i P(jlzs) T P(j|z:)

i=1

Iteratively, EM steps are applied until convergence, and
a new component is added dynamically until the test of
normality B = [f—d(d+2)]/+/[8d(d + 2)]/n indicates that
|B| < T for a predefined threshold, T'.

Based on our recordings, the preprocessed pitch con-
tours from the training set resemble Fernald’s prototypi-
cal prosodic contours for approval, attention, prohibition,
comfort/soothing, and neutral. Hence, we used Fernald’s
insights to select those features that would prove useful in
distinguishing these five classes.

For the first classifier stage, global pitch and energy fea-
tures (i.e., pitch mean and energy variance) partitioned the
samples into useful intermediate classes. For instance, the
prohibition samples are clustered in the low pitch mean
and high energy variance region. The approval and atten-
tion classes form a cluster at the high pitch mean and high
energy variance region. The soothing samples are clustered
in the low pitch mean and low energy variance region. Fi-
nally, the neutral samples have low pitch mean, but are
divided into two regions in terms of their energy variance
values. The structure of each of the mini-classifiers fol-
lows logically from these observations. Table I shows the
resulting classification performance.

B. Affective Appraisal

In Kismet’s implementation, there is an explicit assess-
ment phase for each active releaser, of which there are a
number of factors that contribute to the assessment made.
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| Catgy | Test Size | Appr | Attn | Prohib | Comft | Ntrl | % Corrct |

Appr 84 64 15 0 5 0 76.2

Attn 7 21 55 0 0 1 74.3

Prohib 80 0 1 78 0 1 97.5

Comft, 68 0 0 0 55 13 80.9

Ntrl 62 3 4 0 3 52 83.9

All 371 81.9
TABLE I

OVERALL CLASSIFICATION PERFORMANCE EVALUATED USING A NEW TEST SET OF 371 UTTERANCES FROM ADULT FEMALE SPEAKERS.

The assessment consists of labeling the releaser with af-
fective tags, a mechanism inspired by Damasio’s somatic
marker hypothesis, where incoming perceptual, behavioral,
or motivational information is “tagged” with affective in-
formation [5].

For example, there are three classes of tags used within
Kismet to affectively characterize a given releaser. Each
tag has an associated intensity that scales its contribution
to the overall affective state. The arousal tag, A, speci-
fies how arousing this factor is to the emotional system.
It very roughly corresponds to the activity of the auto-
nomic nervous system. Positive values correspond to a high
arousal stimulus whereas negative values correspond to a
low arousal stimulus. The valence tag, V', specifies how fa-
vorable or unfavorable this percept is to the robot. Positive
values correspond to a pleasant stimulus whereas negative
values correspond to an unpleasant stimulus. The stance
tag, S, specifies how approachable the percept is. Posi-
tive values correspond to advance whereas negative values
correspond to retreat.

There are three factors that contribute to an appraisal
of an active releaser. The first is the intensity of the stimu-
lus, which generally maps to arousal. Threatening or very
intense stimuli are tagged with high arousal. Absent or low
intensity stimuli are tagged with low arousal. The second
is the relevance of the stimulus to whether it addresses the
current goals of the robot. This influences the valence and
stance values. Stimuli that are relevant are desirable and
are tagged with positive valence and approaching stance.
Stimuli that are not relevant are undesirable and are tagged
with negative arousal and withdrawing stance. The third
factor is intrinsic pleasantness. Some stimuli are hardwired
to influence the robot’s affective state in a specific manner.
For instance, praising speech is tagged with positive valence
and slightly high arousal, whereas scolding speech is tagged
with negative valence and low arousal, which tends to elicit
as sorrowful response. In Kismet, there is a fixed mapping
from each of these factors to how much they contribute to
arousal, valence, or stance.

In addition to the perceptual contribution of the re-
leasers, other internal factors can also influence the robot’s
emotive state. For instance, the drives contribute accord-
ing to how well they are being satiated. The homeo-
static regime is marked with positive valence and balanced
arousal, contributing to a contented affective state. The

under stimulated regime (large positive values) is marked
with negative valence and low arousal, contributing to a
bored affective state that can eventually decline to “sor-
row.” The over stimulated regime (large negative values)
is marked with negative valence and high arousal, con-
tributing to an affective state of distress. Another factor
is progress towards achieving the desired goal of the active
behavior. Success in achieving a goal promotes “joy” and is
tagged with positive valence. Prolonged delay in achieving
a goal results in “frustration” and is tagged with negative
valence and withdrawn stance. It is also possible for the
active emotion to either contribute to or inhibit the activa-
tion of other emotions, making it difficult for a creature to
be both “happy” and “angry” simultaneously, for instance.

Because there are potentially many different kinds of fac-
tors that modulate the robot’s affective state (e.g., behav-
iors, motivations, perceptions), this tagging process con-
verts the myriad of factors into a common currency that
can be combined to determine the net affective state. For
Kismet, the [A4,V, S] trio is the currency the emotion sys-
tem uses to determine which emotional response should be
active. In the current implementation, the values of the af-
fective tags for the releasers are specified by the designer.
These may be fixed constants, or linearly varying quanti-
ties.

C. Emotion Elicitors, Activation, and Arbitration

All somatically marked inputs (e.g., releasers, the state of
each drive, etc.) are passed to the emotion elicitors. There
is an elicitor associated with each basic emotion process
(e.g., anger, fear, disgust, etc.). The elicitor determines
the relevance of its emotive response based on the myr-
iad of factors contributing to it. In a living creature, this
might include neural factors, sensorimotor factors, moti-
vational factors, and cognitive factors [18]. Each elicitor
computes the relevance of its affiliated emotion process
and contributes to its activation. Each elicitor can thus
be modeled as a process that computes its activation en-
ergy, Femot (1), for emotion, 4, according to the function,

Remot ('L) + Dremot ('L) + Emzﬁfg’ie (l)
_Emgrlr%tbit (i) + Bhemot (i)

Eemot (l) =

Given the following somatically marked factors: Remot (%)
is the weighted contribution of the active releasers,
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Dremot (i) is the weighted contribution of the active drive,
Emereite(7) is the weighted contribution of the other ac-

tive emotions that excite this process, Emmhibit(;) is the
weighted contribution of the other active emotions that
inhibit this process, and Bhemot (i) is the weighted contri-
bution of the behavioral progress towards the current goal.

Each emotion processes competes for control in a winner-
take-all arbitration scheme based on their activation level.
Although these processes are always active, their inten-
sity must exceed a threshold level, the.,.t(i), before they
are expressed externally. The activation of each process is
computed by the equation,

Aemot (Z) = Z(Eemot (Z) + bemot (Z) + Pemot (Z)) - 6t (Z)

i

Where Eepot(i) is the activation level computed by the
affiliated emotive elicitor process described above, bepot(7)
is a constant offset that can be used to make the emo-
tion processes easier or harder to activate in relation to the
threshold themot (), and pemot (i) adds a level of persistence
to the active emotion. This introduces a form of inertia so
that different emotion processes don’t rapidly switch back
and forth. Finally, 6.(i) is a decay term that restores an
emotion to its bias value once the emotion becomes active.

When active, each emotion process acts as a gateway
that when “open” can spread activation to a number of
different cognitive systems (i.e., behavior, attention, ex-
pression, etc.). As a result, the emotive state of the robot
is distributed throughout the overall architecture. Each
emotion process plays a distinct regulatory role, modulat-
ing these systems in a characteristic manner when active.
In a process of behavioral homeostasis, the emotive response
maintains activity through external and internal feedback
until the correct relation of robot to environment is estab-
lished [19]. Concurrently, the affective state of the robot,
as specified by the net [A, V, S] of the active process, is sent
to the expressive components of the motor system, causing
a distinct facial expression, vocal quality, and body posture
to arise.

VII. EXPRESSION OF AFFECTIVE STATE

Kismet can communicate its emotive state and other so-
cial cues to a human through facial expressions, body pos-
ture, gaze direction, and quality of voice [20]. We do not
have sufficient space to explain how each of these is imple-
mented, however they all contribute to the readability of
Kismet’s expression. We have found that the scientific ba-
sis for how emotion correlates to facial expression or vocal
expression to be very useful in mapping Kismet’s emotive
states to its face actuators and to its articulatory-based
speech synthesizer, respectively.

With respect to communicating emotion through the
face, psychologists of the componential theory of facial ex-
pression posit that these expressions have a systematic,
coherent, and meaningful structure that can be mapped
to affective dimensions that span the relationship between
different emotions [21]. Some of the individual features of
expression have inherent signal value. The raised brows, for
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Fig. 3. This diagram illustrates where the basis postures are located
in affect space.

instance, convey attentional activity for both the expres-
sion of fear and surprise. By considering the individual fa-
cial action components that contribute to the overall facial
display, it is possible to infer much about the underlying
properties of the emotion being expressed. This promotes
a signaling system that is robust, flexible, and resilient. It
allows for the mixing of these components to convey a wide
range of affective messages, instead of being restricted to a
fixed pattern for each emotion.

Inspired by this theory, Kismet’s facial expressions are
generated using an interpolation-based technique over a
three-dimensional affect space (see Figure 3). The three
dimensions correspond to arousal, valence, and stance —
the same three attributes that are used to affectively assess
the myriad of environmental and internal factors that con-
tribute to Kismet’s overall affective state. There are nine
basis postures that collectively span this space of emotive
expressions.

The current affective state (as defined by the net
[A4,V,S]) occupies a single point in this space at a time.
As the robot’s affective state changes, this point moves
around this space and the robot’s facial expression changes
to mirror this. As positive valence increases, Kismet’s lips
turn upward, the mouth opens, and the eyebrows relax.
However, as valence decreases, the brows furrow, the jaw
closes, and the lips turn downward. Along the arousal di-
mension, the ears perk, the eyes widen, and the mouth
opens as arousal increases. Along the stance dimension,
increasing positive values cause the eyebrows to arc out-
wards, the mouth to open, the ears to open, and the eyes
to widen. The expressions become more intense as the af-
fect state moves to more extreme values in the affect space.
Hence, Kismet’s face functions as a window by which a per-
son can view the robot’s underlying affective state. This
transparency plays an important role in providing the hu-
man with the necessary feedback to understand and predict
the robot’s behavior.
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Antecedent Conditions Emotion | Behavior Function
Delay, difficulty in achieving goal anger, complain | show displeasure to caregiver to modify
of adaptive behavior frustration his/her behavior
Presence of an undesired stimulus disgust withdraw signal rejection of presented stimulus
to caregiver
Presence of a threatening, fear, escape Move away from a potentially
overwhelming stimulus distress dangerous stimuli
Prolonged presence of a desired calm engage Continued interaction with
stimulus a desired stimulus
Success in achieving goal of joy display Reallocate resources to the next
active behavior, or praise pleasure relevant behavior (eventually to
reinforce behavior)
Prolonged absence of a desired SOrrow display Evoke sympathy and attention from
stimulus, or prohibition SOrrow caregiver (eventually to
discourage behavior)
A sudden, close stimulus suprise startle alert
response
Appearance of a desired stimulus interest orient attend to new, salient object
Need of an absent and desired boredom seek Explore environment for desired stimulus
stimulus
TABLE II

SUMMARY OF THE ANTECEDENTS AND BEHAVIORAL RESPONSES THAT COMPRISE KISMET’S EMOTIVE RESPONSES. THE ANTECEDENTS REFER TO

THE ELICITING PERCEPTUAL CONDITIONS FOR EACH emotion. THE BEHAVIOR COLUMN DENOTES THE OBSERVABLE RESPONSE THAT BECOMES

ACTIVE WITH THE emotion. FOR SOME, THIS IS SIMPLY A FACIAL EXPRESSION. FOR OTHERS, IT IS A BEHAVIOR SUCH AS escape. THE COLUMN
TO THE RIGHT DESCRIBES THE FUNCTION EACH EMOTIVE RESPONSE SERVES KISMET.

VIII. INTEGRATED EMOTIVE RESPONSES

As shown in Table II, a number of emotive responses
have been implemented on Kismet. It is derived from the
evolutionary, cross-species, and social functions hypothe-
sized by Plutchik [19].

Communicative expression. Each entry of this table
has a goal-achieving behavioral component accompanied
by a corresponding affective display. For some, the expres-
sive display addresses both aspects of the emotive response
when it serves a communicative function designed to elicit
a desired response from a human. For instance, the robot
exhibits sorrow upon the prolonged absence of a desired
stimulus. This may occur if the robot has not been en-
gaged with a toy for a long time. The sorrowful expression
is intended to elicit attentive acts from the human anal-
ogous to how an infant’s cries elicit nurturing responses
from its caregiver. In a number of human robot interac-
tion studies with Kismet [22], we have found this to be quite
effective as people find pleasure in cheering up the robot.
Kismet also uses its expressive displays to encourage peo-
ple to slow down or back off a bit if they are crowding its
cameras, moving too fast for the robot to perceive them,
etc. This allows the robot to tune the human’s behavior so
that it is appropriate for it [23].

Decision making. Another class of affective responses
relates to decision making for improved behavioral perfor-
mance. For instance, a successfully accomplished goal elic-

its a joyful response that is reflected by a smile on the
robot’s face, whereas delayed progress results in a state
of frustration that is reflected by a stern expression. As
Kismet grows increasingly “frustrated” it lowers the activa-
tion level of the active behavior. This makes it more likely
to switch to another behavior that could have a greater
chance of success of achieving the current goal.

Goal prioritization. Emotion and affect also plays an
important role in helping to prioritize goals and deciding
when to switch among them. For instance, Kismet has
several protective responses that allow it to quickly switch
from engagement behaviors to avoidance behaviors once an
interaction becomes too intense or turns potentially harm-
ful. This fear response can “hijack” the behavior and mo-
tor systems to rapidly respond to the situation. Affective
signals arising from the drives also bias which behaviors
become active to satiate a particular motive. Hence, affec-
tive influences allow the robot’s behavior to be flexible and
opportunistic.

Biasing attention. Several of Kismet’s emotive re-
sponses bias the robot’s attention toward desired stimuli
(e.g., those relevant to the current goal) and away from
irrelevant stimuli. For instance, Kismet’s exploratory re-
sponses include visual search for desired stimulus and/or
maintaining visual engagement of a relevant stimulus.
Kismet’s visual attention system directs the robot’s gaze
to the most salient object in its field of view. The overall
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salience of a stimulus is a combination of its raw perceptual
salience (e.g. size, motion, color) and its relevance to the
current goal. Kismet’s level of interest biases it to focus at-
tention upon a relevant stimulus even when it has a lower
raw visual salience over another more visually salient but
less relevant stimulus. Alternatively, Kismet’s disgust re-
sponse allows it to reject and look away from an undesired
stimulus. This directs the robots gaze to another point in
the visual field where it might find a desired stimulus, and
provides an expressive cue that tells the human the robot
wants something else. We have found that people are quick
to determine which stimulus the robot is after and readily
present it to Kismet.

IX. CONCLUSION

From the robot’s point of view, these examples illustrate
how Kismet’s emotion system works in concert with its cog-
nitive system to address its competing goals and motives
given its limited resources and faced with the inherent com-
plexity and uncertainty of interacting with people in rela-
tively unconstrained scenarios [10]. The emotion system
achieves this by assessing and signaling the value of imme-
diate events in order to appropriately regulate and bias the
cognitive system to help focus attention, prioritize goals,
and to pursue the current goal with an appropriate degree
of persistence and opportunism. They protect the robot
from intense interactions that may be potentially harmful.

In many cases, Kismet must work in partnership with the
human to achieve its goals. To do so, it must communi-
cate its motives and goals to the person in an effective way
through expressive cues and goal-directed behavior. As a
result, human and robot work together, mutually regulat-
ing the others behavior through social cues, to establish
and maintain a suitable interaction where the robot’s mo-
tives and goals are satisfied in a flexible and timely manner.
This benefits the robot.

The emotion system implements the style and person-
ality of the robot, encoding and conveying its attitudes
and behavioral inclinations toward the events it encoun-
ters. From the humans’ point of view, people constantly
observe Kismet’s behavior and its manner of expression to
infer its internal state as they interact with it. They use
these expressive cues as feedback to infer whether the robot
understood them, whether they are engaging the robot ap-
propriately, whether the robot is responding appropriately
to them, etc. This helps the person form a useful men-
tal model for the robot, making the robot’s behavior more
understandable and predictable. As a result, the person
can respond appropriately to suit the robot’s needs and to
shape the interaction as he/she desires. It also makes the
interaction more intuitive, natural and enjoyable for the
person, and sustains their interest in the encounter. This
benefits the human.
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