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Presenter
Presentation Notes
Title is a mouthful, but the sentiment is simple: Not all photons are created equal. In particular, we are not just interested in how many photons are in the bucket, but, for example, which photons come first and which come later. 



Problem Statement
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The specific problem statement is as follows 
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Presentation Notes
Here we have a scene of a man pouring milk out of a cup. 



Amplitude Image from a 3D ToF
camera
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Presentation Notes
We can take a picture of this scene with a special camera called a Time of Flight 3D camera. For those of you who are familiar with such technology this Is the amplitude image. For those of you who are new, you can think of the amplitude image as the photograph you would get with a grayscale camera and a flash. In this example we actually use three light sources, so you can observe the multiple shadows. In this paper, we can take the data ordinarily used for the SINGLE amplitude image and here, we multiplex three light sources. 
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Presentation Notes
Note the individual shadows from the left middle and right lights. Importantly the technique is demonstrated in real-time. 
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Presentation Notes
So as I mentioned the amplitude from Time of Flight cameras is always monochrome. 















Application: Color Time of Flight 

Presenter
Presentation Notes
A direct application is to multiplex light sources at different wavelengths. We can then demultiplex and fuse the color channels together to obtain the result. This result is important because ToF cameras are very low resolution, so you’re not really in a position to use masking. 



3D Time of Flight Cameras
(Background)

Presenter
Presentation Notes
Let’s get everyone up to speed on 3D Time of Flight cameras. 



3D Cameras

Stereo Cameras

Leap Motion (2013)

Parallax and Correspondence 
Matching: Sensitive to object 
texture, occlusions, translucency. 

Presenter
Presentation Notes
The first 3D camera that pops to mind is computer stereo vision. Two cameras spaced apart create parallax. For example my two eyes. The disparity between the two images returns the depth. 



Real-time 3D Devices

Structured Light Cameras

Stereo Cameras

Leap Motion (2013)

Kinect 360 (2009)

Parallax and Correspondence 
Matching: Sensitive to object 
texture, occlusions, translucency. 

Correspondence Matching but 
projects active pattern, so texture 
not an issue. 

Presenter
Presentation Notes
Perhaps an evolution to stereo vision is structured light. In this technique I replace one of the cameras with a projector. For example, I replace one of my eyes with a projector so I have parallax between camera and projector. In crux, both stereo and structured light cameras require parallax. 



Real-time 3D Devices

Structured Light Cameras

Time of Flight 
Cameras

Stereo Cameras

Leap Motion (2013)

Kinect 360 (2009)

Kinect One (2013)

Parallax and Correspondence 
Matching: Sensitive to object 
texture, occlusions, translucency. 

Correspondence Matching but 
projects active pattern, so texture 
not an issue. 

Relies on Optoelectronic delays 
and does not require parallax. 
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Presentation Notes
In contrast, ToF cameras rely on optoelectornic delays to compute depht. 



Real-time 3D Devices

Structured Light Cameras

Time of Flight 
Cameras

Stereo Cameras

Leap Motion (2013)

Kinect 360 (2009)

Kinect One (2013)

Parallax and Correspondence 
Matching: Sensitive to object 
texture, occlusions, translucency. 

Correspondence Matching but 
projects active pattern, so texture 
not an issue. 

Relies on Optoelectronic delays 
and does not require parallax. 
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Presentation Notes
It’s a very ripe time to work on time of flight as the new Kinect uses this technology. 



Time of Flight

Time it takes for an object, particle, or wave to travel a distance 
through a medium. 

LIDAR Police Speed Gun Microsoft Kinect

Presenter
Presentation Notes
I’ve been mentioning the word time of flight a lot, let me be a bit more precise. Time of flight refers to the time it takes an objedct particle or wave to travel a distance through a medium. 



1638: First Time of Flight Camera?

Graphic courtesy: phys.colorado.edu

Presenter
Presentation Notes
A fellow named Galileo comes along in 1600 and unlike his predecessors who believed that light was instantaneous, Galileo sought to measure its speed. He proposed the following experiment. He would stand on a hill with a lantern and a mile away he had another friend stand with a lantern. He would turn on his lantern to signal his friend who would then signal back.  Given the distance and delay , in theory the speed of light could be calculated. 



2000: Time of Flight 3D Cameras

Presenter
Presentation Notes
400 years later we now have this experiment in our living rooms. A Time of Flight camera integrates a camera and light source. The light source strobes in a reasonable pattern, such as a square wave, and the camera reads it. The phase shift encodes the distance.



Review: Fourier Transform of Xcorr Encodes Phase

Key point: Conventional ToF sensors directly measure the cross-
correlation function on the sensor level. 
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7 Fourier Transform of Cross Correlation Function dt = 0.0001; 
N = 20000; 
t = 0:dt:(N-1)*dt; 

phi1 = pi/3; phi2 = 0; 
s1 = sin(2*pi*1*t + phi1); 
s2 = sin(2*pi*1*t+ phi2); 

xcFFT = conj( fft(s1) ) .* 
fft(s2); 

[~, fundamental_idx] = 
max(xcFFT); 

phase_difference = angle( 
xcFFT(fundamental_idx) ); 
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Presentation Notes
How do we compute the phase difference? Let’s just go through a basic review from undergrad. I have two sine waves in green and blue with a phase offset that I want to compute. It turns out I can take the FFT of the xcorr between them and look at the angle of the fundamental frequency bin to get the phase. The key point here is that ToF sensors compute the xcorr directly on-chip, this is actually what is read out.  This adds a certain richness and computational complexity to the ToF measurements. 



Output: Phase and Amplitude

Depth and Monochrome Data from the Xcorr Function



Output: Phase and Amplitude

Reflection/Albedo (monochrome) Phase/Range/Depth

Presenter
Presentation Notes
In summary, here is the output data from a standard ToF camera. You have a phase or depth image, and you have the amplitude image. 



Nanophotography (Coded ToF)

A Kadambi et al. ACM Trans. On Graphics
Cf. also work from Wolfgang Heidrich grp



Sparsity without Sparse Regularization?

A Bhandari, A Kadambi, R Raskar, ICASSP 2014



Previous: Color Time of Flight

Muttayane A, University of Waikato 2006 Not real-time. Sequential Capture



Illumination and Multiplexing
(Background)



Illumination and Photography

Ken Rockwell
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Presentation Notes
Lighting is important aeshtethically. It is important computaionally as well. Many computer vision algorithms require multiple illumination captures of a scene. 



Computational Lighting

Photometric Stereo
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GelSight, LeapMotion Etc. 



Computational Lighting

Photometric Stereo
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Presentation Notes
GelSight, LeapMotion Etc. 



Computational Lighting

Photometric Stereo
Apple

Wu et al. PAMI 2011
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GelSight, LeapMotion Etc. 



Illumination Capture

Increasing Computation

Studio Lighting
No Relighting
Not Dynamic 



Illumination Capture

Increasing Computation

Studio Lighting
No Relighting
Not Dynamic 

Light Stage (Siggraph ‘04)
Dynamic
Requires Fast Camera
No Depth Information



Illumination Capture

Increasing Computation

Studio Lighting
No Relighting
Not Dynamic 

Light Stage (Siggraph ‘04)
Dynamic
Requires Fast Camera
No Depth Information

Time of Flight 3D Multiplexing
Dynamic
Repurposes Depth Sensor
3D Scene Information 



Illumination Multiplexing
Cast as a Linear Inverse Problem

20072003 2011



Sequential Multiplexing 

Multiplexing
Matrix

Recovered
Amplitudes

Measured 
Amplitudes

At a single pixel! 



Sequential Multiplexing 

Multiplexing
Matrix

Recovered
Amplitudes

Measured 
Amplitudes



Sequential Multiplexing 

Multiplexing
Matrix

Recovered
Amplitudes

Measured 
Amplitudes



Sequential Multiplexing 

Multiplexing
Matrix

Recovered
Amplitudes

Measured 
Amplitudes



Sequential Multiplexing 

Multiplexing
Matrix

Recovered
Amplitudes

Measured 
AmplitudesEasy to Invert!

But Not Optimal for SNR



Careful Choices boost SNR

Ratner and Schechner 2007 CVPR 

Presenter
Presentation Notes
Schechner and Ratner have a nice figure that demonstrates the importance of choosing the correct H in context of noise statistics. 



Main Contribution

Time of Flight + Reflectance Multiplexing

Time of Flight Cameras Illumination Multiplexing

Millisecond Coding Nanosecond Coding 

Presenter
Presentation Notes
Our main contribution is to combine ToF cameras and Illumination multiplexing with a unifying frameowrkk. 



Upsampled
Strobing Matrix

Decimation Matrix

Recovered
Amplitudes

Measured 
Amplitudes

Upsampled Multiplexing



Millisecond Coding with High Speed Camera

Millisecond Coding in 
Multiplexing Matrix

No Coding within Exposure



Nanosecond Coding with Time of Flight Sensor

Nanosecond Coding within 
Exposure allows for depth 
estimation Second Harmonic Orthogonal to 

Coded Exposure



“Optimal” Nanosecond Coding

Optimizing Nanosecond Codes 
within the Exposure

Second Harmonic is no longer orthogonal to Exposure/Reference Code

Presenter
Presentation Notes
There is a sense of optimality in selecting the nanosecond codes. . 



Comparing Inverse Problems

Electronic Computation

Optical Computation

Conventional Multiplexing

Time of Flight 3D Multiplexing
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Presentation Notes
Electronic Computation vs Optical Computation



Comparing Inverse Problems

Electronic Computation

Optical Computation

Conventional Multiplexing

Time of Flight 3D Multiplexing

Goal Solve for T and L
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Electronic Computation vs Optical Computation



A Simple Option: Optimization

Merges some constraints of the optimization 
program to the physical constraints. 
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Presentation Notes
A natural progression is to write an optimization program. Merge the optimization constraints with the physical constraints of the problem. 



No problem…

Finding the Closest Circulant Matrix admits a closed form 
solution. 
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Presentation Notes
We do demonstrate this, but due to the complexity of ToF it’s a bit of an overkill of a paper that we want to get to applications quickly. 



Remarks on Optimality

Finding the Closest Circulant Matrix admits a closed form 
solution. 

Details in the Paper!

Presenter
Presentation Notes
So if you really insist on an optimization, I’ll take a page out of Ashok’s book and refer you to the paper. 



ToF Multiplexing is Preconditioning on the Toeplitz Matrix

L is  the multiplexing matrix.
(light switching pattern 

T is a Toeplitz Circulant Matrix

 Shortcut to Avoid Optimization
 “Optimal” in what sense? 

Proposition 3.1

Suppose for millisecond multiplexing, H is orthogonal. Then the nanosecond light strobing
matrix L is orthogonal and the optimal exposure code r is broadband in frequency domain.

Presenter
Presentation Notes
A simple intuition is that ToF multiplexing is preconditioning of the Toeplitz matrix. So this gives us a rule of thumb to select codes such that at least we can multiplex multiple light sources. This is not guaranteed to be optimal, you must carefully consider your noise statistics. 



Finding Optimal Codes allows a Well Conditioned 
Problem
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And so if we look at the results, we can demonstrate similar figures to previous papers and turn an ill posed problem into a well posed one. 



Prototype Camera

FPGA

Light A Light B

Lock-In CMOS

Reproducibility

CMOS Sensor: PMD Part Number 19k-3

Solid State Light Source: Sony Part Number SLD1239JL-54

FPGA: Altera Cyclone IV

Fast ADC: Analog Devices AD9826
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We validate our technique by constructing a prototype camera. In the interest of reproducibility, I’ve put some of the part numbers that were used here. 



Prototype Camera

FPGA

Light A Light B

Lock-In CMOS
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And here is how the camera looks. 



Consumer Applications
Shoot Now, Relight Later
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So what are the consumer applications? A philosophy many of us agree with is to capture a scene with as much visual information as possible and then prune it later. Here is an image with two light sources. Observe the two shadows of the beer bottle. 



Consumer Applications
Shoot Now, Relight Later
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We can demultiplex to get the right light. 



Consumer Applications
Shoot Now, Relight Later
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And the left light 



Consumer Applications
Shoot Now, Relight Later

Enhance Mobile 
Experience?

Google Tango
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And if we zoom in a bit on the goblet, we can see that it looks very different. With active cameras emerging on mobile devices (the Google Tango uses structured light), this may be able to be implemented on a mobile phone. 



Consumer Applications
Shoot Now, Relight Later

RGBD Time of Flight with One Sensor
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Another application is RGBD time of flight with a single sensor. Here we have the color amplitude and color depth image. So we can, for example, make depth images without red objects. 



Future Work in 3D Multiplexing
• Multiplexing for Depth Accuracy?

• Multiplexing and Photometric Approaches? 

• Hyperspectral RGBD?

Presenter
Presentation Notes
Hopefully this paper sets the stage to what you can do with a 3D camera with multiple light sources. Beyond relighting, can we obtain more accurate depth by fusing the information from multiple channels? Or how about a hybried photometric 3D system? 
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Coding in Time not Space 
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For more information please visit the project webpage. I’d like to thank my collaborators and other members at MIT for their wisdom. Thank you. 

mailto:achoo@mit.edu
http://www.media.mit.edu/%7Eachoo/


Optimizing over the Product



Optimizing over the Product



Optimizing over the Product

Q is positive 
semidefinite



Non-negative Matrix Factorization with Circulant Constraints

Finding the Closest Circulant Matrix admits a closed form 
solution. 



Real-time Illumination Multiplexing















Single-chip Color ToF Camera

Key Benefit is that there is no Bayer mask so spatial resolution is 
preserved. 

No limit to real-time performance since we are already 
multiplexing samples. 



Application to Scene Relighting








Lighting is Important

Ken Rockwell

Presenter
Presentation Notes
Lighting is important aeshtethically. It is important computaionally as well. Many computer vision algorithms require multiple illumination captures of a scene. 



Capture Visual Information  Prune Post-process



Time of Flight Cameras



Time of Flight Cameras Illumination Multiplexing



Time of Flight Cameras Illumination Multiplexing

Decimation Matrix



Time of Flight Cameras Illumination Multiplexing

Decimation Matrix
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